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ACVNCEO FESLAHCH PROJECTS MZ2CY 

SEMUNMAL TEOMICAL KEFQPT 

Jur» 30,  1971 

i.   DmopucncN 

The goal of this project is to provide an envirorment for hi^h quality 

research activities in infomation processing.    One major area of research 

is mathematical modeling and analysis of catfxiter systrms.   Another principle 

area of research, which is closely ooupled with the first, is measurement 
i 

of oenputer systems. We have been particularly active in the analysis and 

measurement of time-shared systems and the ARPA canputer ocmunicat ion net- 

work. Our third major area of respcnsihility has been in the specification 

of software protocol for use in the network. 

Ihis report details our progress fron the time of ou. last Semiannual 

Technical Report of August 15, 1970, through June 30, 1971.* References [1] 

to [15] include work aoccrpushed prior to the current reporting period. 

In Section 2 of this report, we survey our progress in the modeling 

and analysis of conputer systems. In Section 2.1 we discuss the work on 

time-shared systems, and in Section 2.2 the work on ocnfxiter-ocnnuniaation 

networks. A major effort has been our work en network measurement, and 

this is discussed in Section 3. Progress in the development of our time- 

sharing system and the network software developnent : i described in Section 

4. Section 5 concludes with sane general connents about our progress. 

*The length of this reporting period is due to an adjustment made to oring 
the Soniannual Technical Reports and Quarterly Management Reports irto 
synchroni za tion. 



2. JHALYTIC MJCEUC ßüD FrASmOOW OF CPK'lTrER SYSIPE 

Our research in ccnputer systar» nxlelux- and meafluranent has been 

■ainly in the areas of tine-shared scheduling algorithms and ccrputcr- 

ocmiunioation networks. 

2.1. Time-Shared Systans Analysis 

During this period we have made considerable progress in our resaai-ch 

in the atalysis of time-shared systans. In the previous Semiannual Techni- 

cal Iteport we reported on efforts by Kleinrock and Muntz to analyze a very 

geaeral class of scheduling algorithns. This class of scheduling algorithms 

includes as special cases most of the algorithns previously studied in the 

literature and also many additional algorithns. Fbr esusple, it includes 

the case of a multilevel queueing system in which round-robin is used at 

sane intermediate level queue (our SEX time-sharing systan has such i schedu- 

ling algorithn). The method of solution required analyzing the round- 

robin system with bulk arrivals, and this wes aoocnplished by Kleinrock, 

Mintz and Roctarich (Ref. [16]). This paper focms Appendix A of this report. 

The application of these results to multilevel queueing systems is detailed 

in Rsf. [17], which is included as Appendix B. 

During this past year, we have also made progress in the area of bonds 

and approximations in the analysis of queuing systems. Reoently, Kleinrock, 

Muntz and Hsu have succeeded in finding tight upper and lower bounds on the 

mean response time for a given ancunt of service time required in an H/G/l 

queueing system with an arbitrary achaduling algorithm which does not make 

use of a priori knowledge of a customer's service time raquirensnt. Given 

the arrival rate of customers and the service time distribution, bounds are 

determined such that the response function for any scheduling algorithm 



nuBt at all points lie between the i^per «id IcMtr bounöm.    This U an 

ijqportant result since it places non-trivial liAits on hhat can be 

lishad by vaxying the scheduling algoritim for a s^staau   Also in this *otk, 

several receesary conditions ware fotnd for feasible response cun«s in 

addition to the i^apar end kwer bounds.    The results of this wock are to be 

wqtKfä at the 1971 IFIPS Oongrass, Lj^tljana, Yugoelavi«, August 1971  (tef. 

118],.   This paper is included as Appendix C   MS are continuing our efforts 

in this arsa with the abe of further charactezlzing feasible responss fwctions. 

In the last Semiannual Technical Ifcport it was mentioned that a asjor 

msolved problem in oapiter systass analysis is the oonsidaration of eultiole 

reeouroes.    Ftxiad Ttabagi, a graduate student, is working in this area vnder 

the direction of Kleinmck.   fkt is investigating the application of sen 

reoent results fron the literature on approsamauon techniquee to the prcblen 

of analysing networks of qusuas.    The results to date appear proedsing in 

providing a coBputatianally efficient raeans of analyzing qususing networks 

in «hich there is a lisdting resouroe or bottleneck. 

During this reporting period, we haue begin an effort in the area of 

raeasurenent of tise-shared aanputer systaa.   Johnny Mbng, a graduate student 

working with Hntr, has begin a ■aasument project on the SEX tise-sharing 

system.    Based on Bnasunsents of process eiacution tbee nquinnents, swap 

ping time and page requirenents, a new schedulinq algorithsi was daaignad    >d 

is currently being isflsasnted.   Heasunsent of the paging bchaviot of pro- 

osseea has strongly suggested the possibility of increasing systoe efficiency 

by allowing p—■ to n.— iiioats   page requimnents to the operating syston 

thrcMQh systne calls.   A preliminary set of system cells has been uiplenented 

and is currently being evaluated,   this ^peare tu be virginal arsa for study. 

i 
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2.2.    Qapufr-QawMuation Mf 

w& hav« aantinuBd • strong «f tort in the area of ocafxiter-oaHB-ruoatiarw 

netwoxfes analysis and optisazation.    In particular, asijor arsas of —dl 

are:    routing, nodal blocking behavior in nstworfcs, and optiaal assi^aant 

of channel capacity. 

Gary FUlti, a graduate student worfcing vath Kleinrocfc, has ueed mathe- 

matical analysis «id siaulaticn to stxjdy adaptive routing techniques in 

store-and-fomaxd oasputar netMorfce.   Uiing avert-«* —aaege dil^ as a ■ea- 

sura of netwodc performonus, a nvjitwr of routing aigorlthaB have bean evalu- 

ated.    The ability of the algorithn ^o ad^pt to m—aücation line failuree 

has bean detexadned by aiaulation.   A |ortion of this sf fort is daecrlbsd in 

Ml.  113] Ü^|«ndix D).    Itef.  (20] is nearly onqpleted and will in «dditian 

report an analysis of the effects of nultipacket ■Mssgas and nodal storage 

An i£|x>rtjnt and difficult problem in »tor*-and-forward networks is 

that of nodal bloddng.   Mian a nodi's buffer utora^e is f illeu, it 

bloctod «id cannot reoeive new aasaagaa.    This puts an increaeed load on this 

noda's nei^Tbon in the network and thus, nodal bloddng is a transient sf- 

fer» Oiich om propagate in tine and space.    Klainrodc and graduate student 

Jade Zaigler havm atudisd this prcblaa   and their results are reported in 

ftef.   [21] and Mf.   (22).    Rif  (21) ia inclisted am Appendix E. 

Qrsduate studtants mzio Qarls and Lulgi Prstta havs worked with Klein- 

rode en aavutabianally efficient techniques for deteradning the optimal 

as«i<^sier,t of channel capacity in a oGaputer-canuiication netwutk.    The 

c*j)octiv«? ia either to adnisdai delay with the total cost held fijad or to 

adniadae total coat with the dt :<»/ held timd.    under the oonditiona of 

i. 



neqlxqibht nodal biodung and fixed netoorfc topolngy and routing« an aptuni- 

zaticn algorithm has beer devised uhitfi is sigru f icanUy nore efficient than 

oarnwntional techruques for cans trained optunization problens.    A report of 

this work im new in preparation (tef.   U3]).    Further work a\ thia area will 

includ» the network topology and routing as wiables in the optimization. 

At the IFIP OQngraas 71, Professor Wesley Qm will present a paper 

dsaling with the selection of an optimal massage block si» for ocoputer 

oasuiioatians  (Ref.   (24], Appendix P).    In this reseanii he analyses the 

relationships anong acknowledpant tine, duamel transmission rate, channel 

error characteristics, awurage message length and optimal block size.    Currently, 

Chu is ocnpleting a study of demiltiplexing buffer requirements using a simu- 

lation nodsl (taf.  [25]). 

Professor Cantor has investigated the design of non-blocking switching 

nsbaorks with a inlmjim» nuiber of switches.   The results of this study are 

inducted as Apperxljx G (Ref.   (26]). 

A paper surveying various aspects of the optimization of aenputer-oomj- 

nioation networks was pressntsd by Kleinrodc at the 1971 IEFE National Conven- 

tion U«%f.   (27), Appendix H). 

3.   WIWCTK MBBMB 

The network measurement activity has involved a variety of tasks, includ- 

ing the further development of the measurement tools, "shakedown" tests on the 

netwark performanoe, nmsumant of actual user traffic, and the use of mea- 

surasants to iaproMB analytic models of the network behavior (Ref.   [28]). 

Each of these areas is discussed in some detail in the following paragraphs. 

Qerald Cole has been the principal participant in this effort. 

5, . 



3.1. Extensions to the MBasuranent CapjfaiCities 

The oontrol of network experiments and the collection of measurement 

data were originally developed to operate in a stand-alone  (batch operating 

system) envizonment, but have been nr»üfied to also fvnction unoer the SEX 

time-sharing system.    This change allows one to conduct data gathering esqperi- 

nents along with the regular interacts« usage of the system, and it provides 

the basis for further on-line data gathering and reduction usage.   However, 

most of the experiments rtn during the reporting period utilized the earlier 

system due to the large ccnputation overhead of the artificial traffic genera- 

tor.   This overhead is particularly large since the generator was modified to 

produce peeudo-randcm message lengths and interarrival times in addition to 

the earlier fiaed parameter capabilities, but the random generation   capabili- 

ties proved to be essential for many of the experiments which were conducted. 

3.2. Analytical Efforts Related to Measureraents 

Some of the more significant results of the measurement efforts to date 

have involved the creation or irprovement of analytic models of the network 

behavior based on insights gained from experimental measurement data.    The 

modeling and measurement efforts were fomd to be quite ccnplementary and 

resulted in an iterative prooedure of model building and evaluation, with 

feedback from each   test resulting in a more aooeptable model.   Models were 

developed in this manner relating to priority handling of messages, optimal 

packet sizes, and the separation of packet-- due to interference traffic. 

Several significant inprovements were mnde in the models based on observed 

discrepancies between the observed and originally predicted behavior and 

lulted in good agreement for the refined models. 



3.3.    Net3#orK Ebgaeriwents 

In addition to the neasurenents related to analytic raodels as de^cribeü 

above, several experiments were run to measure network usage and to attenpt 

to predict the network performanoe.    Ihe first of these tests involved the 

roeasurenent of the traffic between SRI and the (Jhiversity of Utah in Oeoenber 

of 1970.    Data were taken during several hours of the SRI usage of the FOP-10 

at Utah, and these data were correlated with the known formats and activities 

involved in the transactions.    In this manner, we were able to gain informa- 

tion on the user behavior, and at the sane time, verify the operation and 

utility of the measurenent routines. 

Gne of the primary ocnoems in the analysis of the SRI-Utah traffic 

measurement was the ma ter of how many stich users the network oould simulta- 

neously support.   A rather crude estimate was made based on Scherr's* model 

of user think time and "processing" needr. and resulted in a range of 50 to 

170 users depending on the file transmission requirements of each user.    These 

interferenoe tests were extended by use of artificial traffic and produced 

saturation levels which were consistent with, the values as predicted by 

Kleinrock's results,** and   led to further investigations of cyclic queueing 

phenonena associated with RFIM driven traffic on a given set of links.   The 

through-put for such a oondition was also investigated as a function of the 

nuitoer of links.    This latter test resulted in an interesting demonstration 

of several of the measurenent techniques in resolving a discrepancy between 

the expected and measured saturation through-put. 

* Scherr, A.L.,  "An Analysis of Tine-Shared COiputer Systans," The MIT Press, 
1967. 
** Kleinrock, L., "Certain Analytic Results for Time-Shared Processors," 
Proc. PIP Oongress 1968, Edinburg, Scotland, pp. D119-D125, August 5-10, 1968. 



3.4. Oootdination with MW 

Several peculiar effects were enoounteted during the network experünents 

which were eventually found to be "bugs" in the network itself.    Several of 

these effects were resold in the Df system that was released in mid-Novem- 

ber, 1970, but others were subsequently enoovntered, particularly in regard 

to the handling and measurement of moderately high traffic loads.    Itiis lat- 

ter prdblan became more visible after we reques ed that BOt change the round- 

trip delay recording resolution fron 0.1 to 0.8 msec, to avoid a register 

overflow problem.    Svfcsequent tests showed that the DP would "crash" at 

certain traffic levels, and BEM was then able to isolate and eliminate the 

problan.   The network oontrol oenter personnel were quite helpful In these 

efforts and also cooperated in the execution of some of the subsequent tests, 

e.g., by changing selected DP parameter values during a test. 

3.5. Mgasurement Plans 

Measurement plans for the near future include the monitoring of network 

usage as the new protocol b acmes operational and conducting a set of "before 

and elfter" tests to determine the effect of the BEN changes in the flow con- 

trol and routing algorithms which will soon be inplemented. Other experiments 

will also be run to further evaluate and inprove sane of the analytic models, 

and to check out new data reduction programs as they become available. 

4. NEnVDiy AND SYSTEMS SOFTWAFE 

This section covers vrork done by the SPACE Group whidi has been vnder 

the leadership of Steve Crocker and Jon Postel. The effort has been divided 

equally between maintaining and extending the SEX time-sharing system and 

development of network software. 



4.1. Netuork Progress 

Three najor meetings of the network Working Group (NWG) were held. 

Steve Crocker of UQA was Chaxnran and ma^or organizer of these meetings. 

In conjunction with the Fall Joint Oonputer Oonferenoo, the NWG met in 

Houston in Nouarber. Discussion there centered on the problems of console 

interaction between systems, particularly the inconpatibility of line- 

oriented local echo devices with ctaracter-oriented ranote echo systems. 

It was agreed that this inconpatibility would prevent seme users with line- 

oriented consoles from using some character-ovientod ^ystons, but this could 

be tolerated. The NWG held a February meeting at the Umwrsity of Illinois. 

Network protocols were the topic of discussion. The prink.'.y concern was 

over some needed refinements to the H06T-H06T or lev.? 2 protocol. A special 

cenmittee chaired by Steve Crocker was set up to resolve these issues and its 

report (NWG/RPC #107) is ar official modification to the protoool. This 

report calls for new oonmand formats, new oonmands (Reset, Reset reply), 

replacement of marking with a fixed size header, and the introduction of byte 

sizes. Also discussed at the Illinois meeting were the use of sockets and 

the initial connection protocol. A third NMS meeting was held at Atlantic 

City in conjunction with the Spring Joint Ccnputer Conference in May. Prime 

topics of discussion at this meeting were several 3rd level protocols, e.g., 

Telnet-Logger, File Transfer, and initial connection procedures. Ocmnittees 

were established to deal with each of these topics. The Telnet-logger issues 

were resolved at the May meeting and initial connection protocol was estab- 

lished in early June. 

Inplanentation of a Network Control Program (NCP) and Telnet fwä Logger 

programs which follow the official specifications are now ccmpleted and oper- 



ational on our tine-sharing systtsn. 

The SPADE Groi'p has provided support for the maasurenent experunents 

conducted by Gerald Cole. The measurement yccqraive can now be run under 

the SEX systan in parallel «nth other network and local use of the syätenu 

4.2. Systan Develqanent 

The .'JEX time-souring system has grown to support more of the users 

of the Sigpna-7. tte tave acquired tti IMUC PD6-1 display terminals and four 

model 33 teletypes. The operating systan has been changed in several ways. 

Sane of the changes are corrections to defects in the systtsn as acquired 

frcm LRL. The file syste.n and resident operating system were made more 

independent so that a systan crash no longer causes the file system to be 

destroyed. A garbage collection process now reclaims lost file space and 

farces file systan oonsistency. An interprocess ccmnunication facility 

called events was added. A batch processing facility has beer, implemented 

to provide service for non-interactive users and a tape input-output super- 

visor has been inplonentjd. An operator's control program has been imple- 

mented which allows the selective s arting and stopping of system level 

programs, e.g., NCP, printer process. The systan is currently scheduled for 

standard user service 20 hours per week. Reliability has been improved to 

the point that systan crashes now occur on the average of once per week. 

5. CCNCLUSIONS AW) SEU-EVAIJUATIOW 

Our efforts in the msthanatical modeling and measurement of computer 

systems has been very profitable during this period. In the oonputer net- 

works area particularly, our two-pronged attack with analysis and measuronent 

10 



has yielded significant result.. We have begun a neasurenent effort in 

connection with time-shared systems and plan to accelerate this effort in 

cooperation with our analytic work in this area. Progress on the developmrnt 

of network protocol has been substantial. Developmental work on the SEX 

time-sharing system has not diminishecl as much as had been expected, but it 

has beer, a necessary and worthwhile investment. We plan to continue shift- 

ing more c our efforts toward the modeling and measurement areas. 

Our efforts have established UCLA as a leader in the field of modeling 

and analysis of cotputer systems and an iitfxztant member of the ARPA Network 

oonmunity. 

11 
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THE PROCESSOR-SHARING QUEIEING KXEL FC« TDt-SHAICD SYSTEM 

WITH BUUC ARRIVALS* 

by L. Kleinrock,  R.  R.  Mr.tz 

Onqputer Science Department 
Uhivermity of California, Los Angeles   California 

E. Rodanich 

Jet Propulsion Laboratory 
if California 

ABSTRACT 

MB oonsirier a model which is applicable to time-multiplexed systens, 

such as multiplexed ocmuiioatlon channels and time-shared ocnputing 

facilities.    In this (processor-sharing) queusing model, all jobs currently 

in the system ehare equally the pcooessing capability of the server.    In 

this paper, we investigate the prooeasor-sharing model for the case of bulk 

arrivals.    The mean response time of the system as a fmcticn of required 

eervioe time is derived.    An saanple is giver to show the effect of bulk 

arrivals vwnus single arrivals for a constant utilization. 

* Ihis wort was suppor+eo by the Mvenoad neeearch Projects Agency of 
the Department of Oefonea (IMiC-15-69-C-028S).       This paper also presents 
the results of one phase of —ell carried   out at the Jet Propulsion 
Laboratory, California Instituts of Technology, \stdsr Qontrsct No. MAS 7-100, 

by the Hstionsl Asmautics and Space A*iinietreUan. 
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HE PKXZSSOR-SHARZNG QÜEUEJHG HXEL FOR TDC-SHMED SYSTE» 

HUH BULK ARRIVALS* 

by L. KleinrxxJc, R. R. Nuntz 
Ocnputer Science Department 

Uüveraity of California, Leas Angelas, California 

E. RDdnich 
Jet Propulsion Laboratory 

Pasadena, California 

i«       iwrwuuucTicw 

In a time-sharing system, the oonfuting faculties are tine-nultipleaoed 

arcng the currently active jobs aooording to sane scheduling discipline.   A 

major goal of the scheduling discipline is to provide short reeponee times to 

■nail requests for service.   This creates an effective environaent for inter- 

action between a user at a conaole and the oenputing facility since most 

interactive requests are for relatively onall anoints of service.   The user 

should expect longer delays if his request is for a significant anoint of 

service.   Analytic studies of these systmns are aimed at determining the effect 

of various scheduling disciplines on renponse time. 

In oonfjuter networks, Me are often faced with a configuration in which 

many time-shared ccrputer systmns are interconnected over a oemmnicntion net- 

work.    It is inportant to inderstand the behavior of these time-shared nodee 

so that one can evaluate the perfoimance of these networks. 

The application of queuaing models to time-ehared conputer systems 

has been an active area of research since 1964 [1].   A survey of this 

* This work was exported by the Advanced nesearch Projects Agency of 
the Department of Defense (DMiC-15-69-C-0285).   This paper also presents the 
results of one phase of B—uedl carried out at the Jet Propulsion Laboratory, 
California Instituts of lectnology, indsr Oontract No. Htß 7-100, 



IB available in reference [2]. In this paper, we generalize sane previous 

models by permitting bulk arrivals to the system. 

In the usual rtnnd-robin scheduling discipline, a newly arriving 

job must join the end of a queue for the server. When it reaches the front 

of the queue, it is allocated a quantun of time en the server. If the job 

crxpletes before the quantun expires, it leaves the system. Otherwise, it 

must rejoin the end of the queue to wait for its next quantun. In this 

paper, the quantun size is allowed to shrink to zero so that we have the 

Mi 
"prooessor-aharing* discipline. In effect, each job receives 1/n  of 

the processing capability of the processor when there are n jobs demanding 

service. The model is illustrated in Fig. 1. This processor-sharing dis- 

cipline was first introduced in 1967 [3] and analyzed for the case of 

single Poisscn arrivals. In this paper, we consider the bulk arrival 

case where customers may arrive in groups. The arrival instants are, 

as usual, assuned to be Poisscn. 
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arrivals ♦ departures 

Piqure 1. The prooesaor-sharirw model 

Aside f ran the case where bulk arrivals -nay be the actual arrival 

tneciianlan for the syston, the bulX arrival case nreaented here arises 

naturally in solving more qeneral models. Onnsidcr the case where the 

server beoomes unavailable for periods of time with distribution P(d) and 

mean <!. fcten the server onoe again beocnes available, he finds that a 

nunber of new custciners have joined the system and so it appears to him that 

a bulk arrival has taken place. Assune also that the interval between the 

end of one of these "down" times and the start of the next Is exponentially 

distributed with mean u. 

The queueinq time for the job can be thought of as the sun of two in- 

tervals! the time between the arrival instant and the first time the server 

beoomes available, and fron this time until the job leaves the system. The 

mean length of the first Interval is easily oalculatad to be —^ ■ ■■ • 
2(9 ♦ ü) 

Tb find the mean length of the second interval we use the following aporoach. 

We telescope the time axis to reduce all of the server "down" intervals to 

zero length but keep the mmber of arrivals the same in each interval. On 

the no» tine axis, the set of arrivals leavinq a down time annears as a bulk 

20 



arrival. The ^eneratin? function for the bulk size is easily calculable. 

Now solve for the mean uaitina tine, '"^ for a job In this "virtual" tine 

frane. The virtual waitim tin« and the actual waiting tine,w., \re relatol 

by W, • X— , Ths mean miRueinq tune for a ioh is just the sin of the 
A  i-ua 

means of the two intervals described. 

other situations in which servicinq of a class of jobs is interrupted 

can be apnmadjod in this manner. For exannle, arioritv queueinq nodels 

with arbitrary service disciplines. The approach has already been applied 

to the analysis of feedback queusinq models for tinrs-shared systems [4]. 

2.  MODEL 

Pbrmally, the parameters of the model are: 

1)  the interarrival times are exponentially distributed with the mean 

interarrival time \,  i.e., 

PIinterarrival time < tl - 1 - e" t       t > o 

2)  the distribution of raguired sarvlos time in the CPU, B(t) 

is assined to be of the form B(t) ■ 
1 - o(t)e'ßt     o < t < t, 

^h 
where q(t) is a polynomial in t of degree n. This of course, in- 

cludes the exponantial servios tins distribution when q(t) ■ 1. 

3) the distribution of a, the bulk size is arbitrary with mean a. 

The qenerating function of a is G(z) - £ «M« - U. 

i-o 

4) the queueinq discipline is nrooessor-sharinq, i.e., the limit of 

the round-robin discipline as the quantun size aprroaches zero. 

21 



MB want to solve for the mean queuexng tine to •erviae a job raquiring 

T seconds of service. This is dsnotad by T(T) . 

3.  AN DWBGRAL BQWTICW PESQgBDC AVEWGE HESPGMSE TPC 

MB approach this problem by first oonai daring a discrete tioe system 

with quantun size q > 0. MB asauoB that arrivals and departures take place 

only at tunes that are integral Miltlplss of q. Far swell q any oantinuoue 

distribution can be appradnatad. By letting q approach 0 aquations for 

continuous tine systens can ix> found. 

Let n(iq) • the mean mater of jobs in the system with iq eacmds of 

attained service when a tagged job arrives. 

oi - the probability that a job which haa received iq eaconds 

of service will require noone than (i ♦ l)q eaoonds of 

sarvioe. 

a • the mean bulk size of arrivals. 

b - the mean mafcar of arrivals with a tagged job. 

Since we intend to let q approach 0, the position of the tagged job 

with respect to the jobs that arriva in ths sans group is not iayortant. MS 

will assune for convenience that the tagged job is the last job in the qrcup. 

The mean tins until the tagged job nas received its first quanan of 

se-vice is given by 

»i ■ 2 n(^)q ♦ ^ ♦ * 
j-o 
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In general, the oean tixw betiwen the (i - I)8   end i     quantum of service 

to the tagged job ia given by 

Ti-E   (n(jq)oo ^ ... o    ^q) 
j"0 

i-1 

♦ q ♦ blOjjOj ... o^q (1) 

Hie f irat teu» zepreaanta the time zequized by those jobe which were 

initially In the ayetew and will etill be then after the tagged job has 

received i-1 quanta of eezvioe. the aecend term is the contribution due 

to jobe that have arrived ainoe the tagged job entered the aystam. The 

third tern ia due to the tagged job itaelf. The laat tax» results fron 

thoee jobe which arrived with the tagged job and require more then i-1 

quanta of aervice. 

Dividing both aidee of Eq. (1) by q we get 

T 

i-1 

s* ♦ 2. ^Tjo0o1 ... 0^y2 

♦1*bo0Ol •'• 0i-l (2) 
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Let iq ■ T and jq ■ x. Then as q -» Ot 

^ 1 - B(X ♦ T) 
o.o j4l ... o^.j *  l.Btx) 

n(jq) - n(x) 

o^ ... «^ . 2 ♦ 1 - B(T - x) 

o0ol ••' 0i-l * l ' B(T, 

Therefore as q * 0 Bq. (2) 

+ Ai / T' (x) (1 - B(T - x) Idx 
0 

4 1 -t-bU - B(T)] 

Fran Klelnrodc and Ooffinan (6] we also have that 

n(x) - Xä[l - BOOlT'Cx) 

Substituting for n(x) we have 

r (T) - Xa / T' (x) (I - B(x ♦ T) )dx 
0 

♦ Xa / T' (x) 11 - B(T - x) Idx 
0 

♦ l-«-b(l-B(T)J (3) 



In tezn* of the qenarating function CAz)  for a, v*» havR that ä ■ I'd), 

The value of b can also be expressed in terns of r.(z). Consider that the 

taqqed job is selected at randan from the arrivals to the ourueino svsten. 

Then the probability that the job is selected from a bulk size of n -or .  is 

given by g±L= n*       [5J. 
ä 

Therefore b 4 1 - ^ n   - ^TTÜ" ^ b " ^TTT ' 

It remains only to solve the inteoral equation« Dq. (3). 

4.  SOLUnOH OP TOE INIBGRM. BQUMION 

In this section we solve the integral equation (3) for the average 

rssponse time T(T). Recall that we have restricted the servioe tine dis- 

tribution B(t) such that 

With 1 - B(t) 
«"^qCt) o < t < tj 

t > ih 
where q(t) is a polyncrvial of degree n. 

Then Eq.  (3) beocmes 

^^>Ä T'(T) - X5 /   1     T,(x)q(x ♦ T)e" 
•/o 

-U(T-X). ♦ Xä /"    T'Wod - ^e^^'^dx 

■»• bq(T)e"|IT 4 1 (4) 



After multiplyinci Eb.   (4) fay e*'  , it nay be rewritten as 

ey T* (T) - Xa y e^d ♦ x)?' (x)dx 

♦ Xa /      e^oCt - x)?' (x)dx 
Jo 

* ha(T) 4 e^ (5) 

Let D denc-e the differential operator d/dr.    Differentiatinq '/;.   (S) 

n -f 1 times, we qet 

l**VV(t)l - Xi £ o^Noj^re^TMDl 
kPO 

- Xi t e"Wtlq0c,(t1)Dn-k(ewTTMt1 - T)1 ♦ u^V1 

vrfxsre q    ' is the k01 derivativ« of q.    Hau, nultiolvinq by •"l,T, the result 

can be put in the farm 

0o(D)T' (T) •»■ (yo)?' (tj - T) - u1^1 (6) 

where CMD) and 0, (D) are linear differential operators with oenstant co- o i 
efficients, qiven b*/ the followinq fomulas: 

0o(C) - (C ♦ u)"41 - Xi t  qW(«<C ♦ u)"* 
Jc-o 

0,(0 - xs r • N00^)« ♦ ii)n"k 
1
 kib 1 



Replacinq T by t1 - T in Qi.   (6), we qet 

tapiy -o,(D) tx> this eouation, 0o(-0) to (2), and add.   Than we haw 

02(C) - 0o«)Oo(-C) - O^OOjK) 

Sinoa 0,(0 is mchanqsd whan C 1* Rolaoad by -f., its motj« occur in 

pairs (a,^, - a^), m * I, ,,,, n * I, md 

Fbr general a(T), these met« are distinct «id non-aero.   Itien the oanerai 

solution of Bq.   (7) i* 

n*! -a T at 
r (T) * o0 ♦ £   ^V        * V     ) (8, 

where the constant a   is qivan by 

a0 " [Ot>{0) " ^(Wlw1^1/^^) 

%4iich can ba reduced to 

1 
ao- 1 - Xat 

wfiem t is the nean of B(t). 

A formula for T* (tj - T)  follows frnw Bei.   (8) bv renlacina T by t. - t 

Uainq theae eotpreaaiona in Eq.  (6), and aquatino the ooefficiant of each 

exDonenttal to aero, we qet the conditiona 
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VW * V      W - 0. ■ - 1. ..., n ♦ l 

which WB am Mtlsfv by nuttinq 

■ - 1,  ...,  n ♦  1 

then 

i 9$ "C^T "0-(tl"T, 

I (9) 

Ihis esqpresiiicn for T* (T) mmt hr put In the orlainal intearal Eä.  (4) 

to drtprnanr the aoefficiants Cj,  ,,., CL^..   ODll«ctlna the coefflcicnte 

of the various expcnent-lale which arlfie. MI qet the fbllowina eveten« of 

equetiane: 

^^yvv^^i^' 
Ui  - Qj*        (U ♦ ^ 

I   b,   1 -  1 
; do) 
(   0, 1 • 2, ..., n ♦ l 

In r^Mcessina the eolution o* thie •yetan bv deteaRinante, only the 

detemdnant of the ooefflcient«, end the oof acton of the ooefficiente with 

j ■ 1 are needed.   Theee can he oiven «tnlidtlyt 



A • det 1 1 

w,!"!,...,n*l 

l{r^2)(n*l) in(lH-l) ifi(n+l)n       ,        , 

JJte -« 
and a typical oof actor is 

AU (tot 1 1 

w, ^"2,... ,IH1 

i(rH2) (IHD        in(rHl) 
(-1)' 

jndH-l) 

1       n*1 1>k>2      3      ^ 

rvfl 2       2tiH-l a <- -« 
m haw 

-a,t 
XiCj^COj) ♦ «^ 101(o1)J - bAu/A 

b(u2 ■ a^1 

- -bdi2 -o2)11*1/^^) 

and the other ooefficienta hawa aiadlar fooulaa.   Uaincj thaw in Bo.  (9), 
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l-X«      Xiifel       OJ^) ^«V*«     \V 

This last eauatlcn is the solution to En.   (3) which we are seekinq.    It 

is interesting to observe that for the non-bulk arrival case (i.e., 

P[a - 1] - 1), Bq.   (11) reduoeb to 

»• <T> - rhr 
«fhere 

P - xä/u 

This is the well-known result for single Poisson arrival to a rowd robin 

processor sharing system with arbitrary service time distribution [7]. 

5.  AN WagHM 

Let q(t) ■ 1 and t. - » so that the service times am exponentially 

distributed. Then 

Q0(0 - C + P - Xä 

^(O - 0 

OjtO - u2 - 2uAä -f X2ä2 - t2 

The nxsts of 02(C) are 1 (w- Aa)- 1 e^ 



Tterefore 

T* (T) 
1 - Xä/u     Xa 

2       2 -   "V Ui   - oj)     (Oj ♦ w - Xa)e    1 

-2a, Oj+ u - Xa 

T(T) - 
1 - XÄ/U 

_b 

ä 

(w2 - oj) (Oj^ ■»• u - X5) [e   1   - l] 

i-Ta^) i-a^) (oj + u - Xa) 

or 

T(T) - 
1 - Xa/u     Xa 

(U2- (y-X^^d-e-^-^^) 
"   2(w - Xi)2    ~~~~~~ 

Figure 2 shows this average respcnae function for the case X ■ 0.75, 

u ■ 1.0, ä ■ 0.385, b - 0.746.    The parameters in this exanple were choeen 

to oorreapcnd with an exatple from Referenoe (41.   Also shown is the 

solution for the non-bulk arrival case with the sane serviae tine distribu- 

tion and tiie sane mean arrival rate. 
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6.  OaCEüSIGN 

The prooessor-gharinq queueinq model with bulk arrivals has been 

studied. An integral equation, Eq. (3), describinq the mean queueinq time 

for a job requiring T seconds of service «as developed which is valid for 

arbitrary service tine distributions. TTiis inteqral eqcation was solvoo in 

Section 4 for a class of service time distributions which includes the 

cxpcnential distribution. The application of the bulk arrival model to 

queueinq systera with periods of server unavailability were indicated in 

Section 1. 
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APPENDIX B 

PRDCESSOR-SHARING QUEUEING MDCELS OF MIXED SCHEDULING 

DISCIPLINES FOR TIME-SHAPED SYSTEfC 

by L. Kleinrock and R. R. Hintz 
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PROCESSOR-SHARING OCEING fOCEIS OF MIXED SOCDULING DISCIPLINES 

TOR TDE-SHAfED fflfSTE»* 

by L. Kleinxock and R. R. Muntz 

Ccnputer Science Department 
University of California, Los Angeles, California 

ABSTTOCT 

Scheduling algorithne for tine-shared oonputing facilities are 

ocnsidered in terns of a queueing theory model.    The extremely useful limit 

of "processor-sharing" is adopted, wherein the quantvxn of service shrinks to 

zero;  this approach greatly simplifies the problem.    A class of algorithms 

is studied for which the scheduling discipline may change for a given job as 

a function of the amouit of service received by that jcb.    These nultilevel 

disciplines form a natural extension to many of the disciplines previously 

considered. 

The average response time for jobs conditioned on their service require- 

ment is solved for in this paper.    Explicit solutions eure given for the 

system H/G/l in which levels may be first-con?-first-served (PCFS), feedback 

(FB) or round-robin (RR)  in any order.   The service time distribution is 

restricted to be a polynomial tines an exponential for the case of RR. 

Exanples are described for which the average response time is plotted. 

These exanples display the great versatility of the results and demonstrate 

the flexibility available for the intelligent design of discriminatory treat- 

ment among jobs (in favor of short jobs and against long jobs)  in time-shared 

conputer systems. 

*This work was supported by the Advanced tesearch Projects Agency of 
the Department of Defense (DAHC-15-69-C-0285). 

36 



PROCZSSOR-SHARING QUEXJEZNG KXB£ OF MIXED SCHEDULING DISCIPLINES 

FOR TTJC-SWÜED SYSIQC* 

by L. Kleinrock and R. R. Muntz 

Oonputer Science Department 
university of California, Los Angeles, California 

1.       DTOPDUCTICN 

Queueing nodeis have been used successiully in the analysis of tune- 

shared ocnputer systene since the appearance of the first applied paper in 

this field in 1964  [1].   A recent survey of this work is given by MCKinney  [2]. 

One of the first papers to ocnsider the effect of feedback in queueing systens 

was due to Takacs  (3]. 

One of the goals in a tine-shared ccnputer system is to provide rapid 

response to those tasks which are inter-active and which place frequent, 

but mall,demands on the system.   As a result, the system scheduling algo- 

rithm must identify those demands which are small, and provide than with 

preferential treatment over larger demands.    Since we assure that the 

scheduler has no explicit knowledge of job processing times, this identifi- 

cation is acconplished inplicitly by "testing" jobs.    That is,  jobs are 

rapidly provided small amounts of processing and, if they are abort,  they 

will depart rather quickly; otherwise, they will linger while other, newer 

jobs are provided this rapid service, etc., thus providing good response to 

small demands. 

Generally, an arrival enters the time-shared system and ccnpetes for 

the attention of a single processing unit.    This arrival is forced to wait 

*Ihis vrork was supported by the Advanced Research Projects Agency ol 
the Department of Defense (DMC-15-69-C-0285). 
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in a systan of queues until he is permitted a quantun of service tine; when 

this quantun expires, he is then required to join the systan of queues to 

await his second quantun, etc. The precise model for the system is developed 

in Section 2. In 1967 the notion of allovina the quantun to shrink to aero 

was studied (4] and was referred to as "pr .-essor-sharing", in 1966 Schräge 

[18] also studied the zero-quantun limit. As the none irplies, this zero- 

quantun lunit provides a share or portion of ths prooessing unit to many 

custcners jimltaneously; in the case of round-robin (RR) scheduling (4), 

all customers in the systan simultaneously share (equally or on a priority 

basis) the processor, whereas in the feedback (FB) scheduling (5) only that 

set of customers with the smallest attained service share the processor. Me 

UM the tarn processor-sharing hare since it is the processing unit itself 

(the central prooessing unit of the coiputer) which is being shared anong 

the set of tne custaners; the phrase "tine-sharing" will be reserved to inply 

that rustoners are waiting sequenti/.lly for their turn to use the entire 

processor for a finite quantun. in studying the literature one finds that 

the obtained results appear in a rather oonplex form and this coiplexity 

arises fron the fact that the quantun in typically assuasd to be finite as 

opposed to infinitesimaJL. When one allows the quantun to shrink to aero, 

giving rise to a processor-sharing systan, then the difficulty in analysis 

as well as in the form of results disappears in large part; one is thus 

encouraged to consider the processor-sharing case. Clearly, this limit of 

infinitesimal quantun* is an ideal ana can seiden be reached in practice 

due to overhead considerations; nevertheless, its eaiLrone sisplicity in 

analysis and results brings us to the studies reported in this paper. 

The two processor-sharing systems studied in the past are the RR and 

AThis limiting case is n't unlike the diffusion approocination for 
queues (see, for exanple, Gaver (151). 



the PB 14,S].    Typically, the qjentity solved for is   T(t), the expectad 

—po— tine conditioned on the cuetcnw's eervioe tine   t; reapcnae tine 

is the elapsed tine from when a custoner enters» the syatan until he leaver 

ccxpietely serviced,    this maaeure is especially important since it exposes 

the preferantial traatnent given to short jcfco at the orpcnse ol the long 

jobs.   Clearly, this discriiaimticn is purposeful since, as seated above, 

it is the desire in tine-shared systeen that anal! requests should be 

allowed to pass through the systdi quickly.    In 1969 the distribution for 

the response tine in the RR eystan was found  (6].   In this paper we consider 

the case of nixed scheduling algorittne whereby oustoners are treated 

aocording to the RR algorithns, the PB aigoritiw, or first oome first seived 

(FCFS) algorithi, depending tpon how nuch total sorvioe tine they have al- 

ready reoeivad.   Thus« as a custoBp« prooeeds through the s^ an obtsinxng 

service at various rates he is treated acoording to different disciplines 

the policy which is applied anong customers in different levels is that of 

the FB systn as wplained further in Section 2.   Ihus, natural generaliza- 

tion of the previously studied prooeeeor-sharing systsns allows one to 

create a large ranber of new and interesting disciplines whose tolutions 

A »ore restricted study of this sort was reported by the authors in 

(16].   Here we naka use of the additional results frcn [11] to generalise 

cur analysis. 

2.     THE MJCB, 

The model we choose to use in represgnting the scheduling algorithns 

is drawn fron queueing theory. This oorrssponds to the many previous models 

studied (1,2,4,5,6,7,8,18], all of which may be thought of in tanns of the 



stniucure shown in Pig. 2.1.    In this figure we indicate that new tequests 

enter the aystea in queues i^xn arrival,    ktianever the cctwter'e central 

j rooeesing mit (CPU) b—■ free, eone cm*nmx im allowed into the service 

facility Cor en arount of tiae referred to as a qxiantwu    If, during this 

quertta,  the total aocueilatad service for a cuetOMer equals his required 

service tine, then he departs the eyeteeu if not, at the end of hi« quaiton, 

he cycles back to the eysteai of queues and waits until he is n^Mchoeen Cor 

addiucnal scrvioe.    The syatsn of queues may order the CUBtcssrUBOuordinq 

to a variety of differrr.t criteria in order to »elect the next (■limn   to 

receive a quantian.    In this paper, we essune that the only measure used in 

evelueting this criterion is Che SBDunt of attained ssrvioe (total service 

so far xeoaived). 

In order to specify the scheduling algoirthai in tens of this aodsl« it 

is required that we identify the foUowingt 

a.   The custoner interarnval tine distribution.   Me asaunB this to be 

sjqijnantlei» i«e • # 

P| interarnval   tu» < t] » 1 - ""'t t > 0 (2.1) 

where   A   is the average arrival rate of cuet 

b.   The distributitu of required eervioe tire in the (Tu.    This we 

assine to be arbitrary (but indspendant of the interarnval tiaee).   MS thue 

P (service tiae < «I ■ B(x) (2.2) 

Aleo assiitr   1/u - average eervioe tine. 

c.    the guantun eiee.    Here we assume a pnxesaor-ehared sodel in which 

cuatoners receiw an equal but >anishingly aaall aeowt of eervioe each tine 

they are allowed Anto eervioe.    For nore diac\aaian of such systsea, sse 

!4,6,7,18). 
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d.    The «ystap of queues.    We oonsidei here a generalizatacr and oon- 

aolidation of Bary aymtonB studied in the past.    In particular, we define a 

Mt of attained servioe tises (a.) such that 

0-ao<Äl<a2< — <N< Vi"- (2-3) 

Ths discipline followed for a job when it has attainad service,  t, in the 

interval 

^ 

a^j < T < aj^ i - l,2,,.,,H * I (2.4) 

Mill be denoted as   D..   M» consider   D     for any givm Isval   i   to be 

either:    FIRST (J**: riVET SEINED (PCFS) I  PROCESSOR SHARED-FB.  (FB) ; or 

RDIMD-ICBIN PROCESSOR SHMED (RW .    The FCTS system needs no emanation, 

the re systasi gives servioe next to that custoner who so far has least 

attained servioe; if there is a tie (asong   K   cuBtorcrs, say)  for this 

position, than all   K   nenbexs in the tie get senmd siiultaneously (earh 

attaining useful service at a rate of   1/K esc/ssc), this being the nature 

of processor sharing systane.    The RR processor sharing systen shares the 

service facility ascng all custcsers present (say   J   oustcsHcs) giving 

attained service to each at a rate of   1/J sec/s«c.    mreovez. between 

intervals,  the jdbs are treetsd as a set of re discipline* (i.e., service 

ptocseds in ths   i***   level only if all levels   j < i   are sacty). 

Pig. 2.2.    For exssple, for   N - 0,   we have ths usual single-level 

of either PCFS, RR« or FB.    for   N - l,   we could have my of nine disci- 

plinea (FCFS followsd by FCFS,  .... RR followed by RR); note that FB followed 

by FB is just a single FB systsw (due to overall FB policy between levels). 

As an illustratiUB cxmiple. consider the   N • 2   case shown in Fig. 2.3. 

Any new arrival* begin to ahare ths processor in a W fashion with all 

other cuBtossxs who so far have less than 2 secends of attained service. 
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CustcneiB in the range of   2 < t < 6   may get waived only if no custoners 

present have had less than 2 aeoondi of service; in such a case, that cus- 

tomer (or custcners) with the least attained service will pooomA to oocvpy 

the service in an re fashion wtil they either ieav^, or reach   T ■ 6»   or 

soae new custoner arrives (in which case the overall FB rule provides that 

the RR policy at level 1 preo^ts).    If all custoners have   T > 6,    than 

the "oldest" custoner will bs served to ooqpletion unless intsmpted by a 

arrivsl.    The histozy of sore cuetonen  in this exanple system is shewn 

in Fig. 2.4.   MS denote custoner   n   by   C .   Note that the eüops of attained 

servioe varies as the rustoer of custoners sinaltaneously being serviced 

changes.   We see that   C,   requires 5 sscendi of servioe and spends 14 seoonds 

in system (i.e., response time of 14 ssconds). 

So ouch for the system specification.   We nay sinnariae by saying that 

ws hau» an K'G/l queueing system* model with processor sharing and with a 

generalised sultilevel scheduling structure. 

Ihe quantity we wish to solve for is 

T(t) - Etrespjnse tine for a cuetcswr requiring a 

total of   t   seconds of attained aervioel (2.5) 

WS further neu» the following definitions: 

TJt) ■ Eftia» spent in interval i (fti.i'AJ 

far cue loners requiring a total of   t 

of attained service) (2.6) 

*W<Vl denotes the singls-servnr queueing system with Poisson arrivals 
and artntxary servioe feme distribution; similarly WWl dmPtee the more 
special oese of aaqaonential servioe time distribution.   One mi^it also think 
of our prooBBsoK-nharinc system as an infinite server model with omatant 
ovnrall eervioe rats. 



We note that 

T (t) - TAf) for tif > ai (2.7) 

PurthRnBore, we have, far a.   ,  < t < a. , that 

T(t) -   £ T.Ct) (2.8) 

Mmo we find it oonvonient to define the following quantities with respect 

tO    Btt): 

^-/     t*(t,.x/ Kt) (2.9) 

^ - /      t2Ä(t)   ♦ X2/     dB(t) <X 
o 

(2.10) 

*<* " ^ <2.U) 

^Ä-^. (2.12) 
^l * 2(1 -o^ 

Note that   Mx   rapreesnta the esqwcted work fomd by a new arrival in the 

systasi Ifcyi where the service tiaae are truncated at x. 
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3.     MMUHj iOl fUUnggL OBMBB SYSTPC 

Nft wish to find an expression for   T(t)*    the mean syst-en ttn»- (i.s., 

average response tine)  for joba with service tine   t   such that 

a    ,  < t < a ,    i.s. f jcbs which reach the   i       level queue and there leave 
Mi 

the systen.    lb acooaplish this it is convenient to isolate the   i       level 

to scne extent.    We make uee of the following two facts. 

1. By the assuiptian of pius^itlw priority of lower level queuw (i.e., 

Fü discipline between levels)  it is dear that jchs in lewis hitter 
Mi 

than the   i       level can be inured.   This follows sinos these jobs 

cannot interfere with the servicing of the lower levels. 

2. Ne are interested in jcbs that will reach the   i       level queue and 

then depart frtan the system before passing to the (i + 1)      level.    Ihe 

systen tine of such a job can be thought of as occurring in tM9 parts. 

The first portion is the tine fron the job's arrival to the qususing 

syston isitil   he group at the   i       Isvsl Is sszviced for ths fint tins 
th after this job has reached the   i       level.    Ihe second portion starts 

with the end of the first portion and ends when the jet leaves the 

systen.    It is easy to ses that both the fixst and second portions of 

the job's syston tine axe inaffectad by the service disciplines used 

in levels 1 throu^i    i - 1.    Therefore, we can aasune any ccrranient 

disciplines.    In fact, all thass levels can be lunged into one equive- 

lent level which eervioaa jobs with attained service between 0 and 

a.  ,    ttaauSk using any service discipline» 

Pron (1) and (2) above it follows that we can solve for   T(t)    for jefcs 

that laave the syston fron the   i       level by oensidering a two-level systnn. 

Ihe lower level services jobs with attained service between 0 and   a 

wherms the second level servicxn jobs with attained service between   a    , 
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and a .    Jobs that would have passed to the   i ♦ 1        level after reoeivmg 

a     seocnds of service in the original systaa are now assunsd to leave the 

system at that point.    In other words the service tunes are truncated at   a,. 

3,1   i**1 Lsvsl Discipline is FB 

Qonsider the two-level system with the seccnd level oorrespondinq to 

the   i       levsl of the original syston.    Since we are free to choose the 

discipline used in the lower level, we can assune that the FB discipline is 

used in this level as well.   Clearly the tv>-level system behaves like a 

single lev»! FB system with service tute» tnncated at   a..    His solution 

for such a system is known (5,9) t 

t A?t T^ ■ i A     ♦  s—y (3.1) 1     p<t 2(1 - p   )2 

3.2   i**1 imvml Discipline is FCFS 

Consider again the tMO-]evel systai with braakpoints at   a        and   a . 

Regardless of the discipline in the lower level, a tagged job entering the 

syston will be delayed by the sun of   a) the worlc currently in both levels 

(- w   ) plus, b) any nm arrivals to the lower level queue during the interval 
ai 

(average   T(t)  ) this job ia in the system.   These new arrlvala form a Poiaaon 

with parameter   A   and their contribution to the delay ia a random 

variable whose first and second ocnants are   £ and   t^        raapsctively. 

Ihus we have 

T(Ü ■ IL   ♦ Xtm       T(t) ♦ t 
•l Vl 

and so 
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w    + t 
T(t) - T-i-  (3.2) 

where   Wai    im given by Eq.  (2.12).    It is also possible to UM thsse 

nethods for solving last-cane-first-served and randan order of service at 

any ..-wi. 

3.3    I1*1 Umml Dlsciplins is m 
Ml In this case, our results are lunited in the   i       interval to service 

tls» distributions in which 

B(x) - 1 - p(x)e'ex •i^l < x < ai (3.3) 

P(x) - P0 ♦ Pi« ♦ ... ♦ P,/1 O.O 

Ih The service tins distribution   P(x),    for this    i       interval is thin 

e BU4  . ♦ x) - B(a    .) . 
1  ' '     - 1 -qU)«""        o < x < «u - « 

P(x> - 

whsre 

1 - B^^) ^'- w 1     -i-1 

(3.3s) 
1 Xlmi'mi-l 

m^'^U, , ♦ x) 

Thus «s pondt in this interval, service tine distributions of the form: 

1 ninus a polynaaial of degxee   n    tunes an exponential,    the analysis of 

this syst«R appears in (Ul; we make use of these results below.    Neverthe- 

less, we develop our analysis as far as possible for the case of general 

B(x)    before specialising to the class giver by Bqpi.  (3.3)   (3.4). 



«*.• Start by oonsidering the two-level system with breakpoints at   a 

and   a^.    Consiaer the busy periods of the Lower level.    During each such 

busy period there nay be a nufeer of jobs that pass to the higner level. 

Me choose to oonsidei  these arrivals to the hi^ier level as occurring at 

the and of the lower level busy period so that there is a bulk arrival to 

the hi^ker level at this tine.   We also choose to tanponurily delete these 

lower level busy periods from the tine axis.    In effect we create a virtual 

tune axis telescoped to delete the lower lewl busy periods.    Since the tune 

from the end of one lower level busy period to the start of the next is 

exponentially distributed (Poisscn arrivals!), the arrivals to the hi^er 

level appear in virtual tins to be bulk arrivals at instants generated from 

a Poisaon process with parnneter   X, 

Gonsldsr a tagged job that required   t - a.  . ♦ T    sacqida of service 

(0 < T < a. - tj.]) •   ljet   "i   ^ the B,oan BBi Li,ne thie ^ spends in the 

systsn until its arrival (at the end of the lower level busy period) at the 

iti^wr level queue.   Let    cud)    be the mean virtual tine the job ipends in 

ths hi^wr level queue. 

öL    can be calculated as follows.   Ths initial dblay is equal to the 

mean work the job finds in the lower level on arrival plus the   a. ,    «uOondB 

of work that it contributed to the lower level.    Therefore 

W*^*'" 

ai'TTsJ"^+Vll 
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If     !_;•)    is the nean virtual tine the jot spends in the hic^er level, 

we on eatily aesnvert this to the nun geal tine spent in this level.    In 

the virtual tine interval   cud)    the;'« are an sverage of   Aflu(T)    lower 

level busy periods that haw been xgnorod.    Each of these has a nean length 

^i-1 of T =-=— .   Therefore,  the nsan real tine the job spends in the hi^er 
" P<ai-1 

level is given fay 

'<• i-1 ^ ^(T,     ♦    AVT,     y—^i .       1    / (3.6) 

^i-1 ^i-1 

Qoabining those results «e see that a job requiring   t • a, , ♦ T 

of service has mean systan tine given by 

T(Vi * " " l-p^    |".w ♦ «i-i ♦ ^l • J•,' 

The only inknoun quantity in this equation is    CU(T) .   lb solve for 

OUCT)    we nust, in general, consider an H'C/l system with bulk arrival and 

RR processor sharing.   Ihe (i\ly exesption is the cese of RR at the first 

level which has only single arrivals.    Sinoe »he hi(tK>r level queues can be 

icpiorsd, the solution in this cxoeptional oaee is the same as for a round- 

robin single level systsei with service tines truncated at   a..   Iherefore, 

frcn (8) we have for the first level 

T(t) - T 1— 0 < t < a. (3.8) 

Let us now consider the bulk arrival RR sysfn in isolation in order 

to solve for the virtual tins spent in the hi^ier level queue,    OU(T) .   the 

service tins distribution for this bulk arrival systan is 
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r(x) 

B(a   , ♦ x)  - B(ai .) 

1 x i ai " -i-i 

Note that the utilizauon factor for this bulk systan is 

p - A-V^ (3.9) 

where   ä   is the neon matoer of arrivais in a bulk and   --    is the nean of 

the distribution   F(xJ.   Let us begin by solving for   a.   This wo do for 

the general case   s.  .« a.,   ä   is just the mean mnber of jobs that arriw 

during a low lewl busy period and require nore than   a    .    seoends of 

service.   Therefore   ä   oust satisfy the equaticn 

• - At,.     «Ml - B(a. .)]! (3.10) 
^1-1 * * 

In this equation   Xt is the moan nmber of joba that arrive during the 
^i-1 

service tise of the first job in the busy period.   Since each of fhese jobs 

in effect generates a busy period, there are an average of   At        a 
^i-1 

arrivals to the ifper level queue due to these jobs.   Ihs ssoond term is 

just the average i.iitter of tines that the first job in the busy period will 

require more than   a.,    seoendi of service. 

Clearly than 

.     1 - B(«w) 

~P7 
>■■ , ^   * t (3.U) 

^i-l 

In (11], an integral equation is derived which defines (U(T) for the 

RR bulk arrival system; we repeat that equation below 



aJ(T) - )Xf o^(x)(l - F(x ♦ T)JAC 
o 

♦ Xi"/ a^OOfl - r(T - x))4c 
o 

♦ i*b{i-r(T)j n.12) 

Mhar« O^(T) - da.(t)/dT# «rib- maan nvter of arrivals with the tAqcrerl 

job.   Itw solution to this Intwml «quatlon far the r—ü-lcfJ aervloe 

tlm distributions as qivwi in Bqs. (1.3s) and (3^*) is also qivwn in (11), 

and for our problsm takas ths fom 

«♦I    / 2       2^ 

■Vi. 
(3.13) 

«! - «i - Vl (3•14, 

n 

^(x) - x; £ •■*l,q(k) 0^) (X ♦ X)1** (3.16) 

^(x) - cyxjcy-x) - Ojüt)^^) (Li?) 
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and where Eq.   (3.17) has roots (oocurrlng in pairs)    x ■ ~v , Y      for 

m* I, 2, ..., n *■ I   and the notation   f(k)(()    denotoa the   k^1   deriva- 

tive of   f   with rMpect to its argiaent eveluated at a value   y. 

In the aoluticn for   CU(T)    giver, in Bq. (3.13), we are required to 

b(- moan nutwr of arrivals witn a tagged ydb).   This we do by 

first deriving an expression &>r 

C(i) 5   £ PtbulX - it;.k (3.IB) 

which is the profaabilit/ gaMrating function (z-transform) for the bulk 

siae.   Cither by direct aiguwnts beeed IMX*\ busv periods or by use of the 

method of oollactive marks (12], we rsedily arrive at 

6(s) 
•    (la4 ,)j "Xm.. 4 

- ti - BU^Ht^ "ji"«       lo(«)r 

(3.19) 

the i^ leveli 

In Bq.  (3.19) the first term is oonditioned on the asau^tlon that the 

custoner who prsaqtts sarvioe fron those at level i 

the seoond ten» ■— that he does not reach level i.   m.   (3.19) 

to 

G(i) - (1 - B(alÄl)lj 
-Xa.  ,(l-G(s)J        -'i-l  -Xt(l-G(t)] 

%     x l ♦ y e dB(t)      n.2ft) 

For arbitrary B(x)f we cannot 

MBverthelees, we can obtain 

definition of a, we obtain 

thia last «qnssion any further. 

fron it.    In particular, from the 
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1 - B(a. .) 
a - ß« (z) |  » iÜ-. 

z-1  1 - At.. 
ai-l 

which is exactly as obtained by more direct arguments in Bq. (3.11). 

HcMcver, we are seeking b. For this we must calculate 

G- (z) |  - r-iä> I^Xa. , (1 - P^  ) + A2?^   1   (3.21) 
z-i   1  p< vi L i-1 i-1-' 

Now since the mean qroup size (1 + b) of a tagged customer's group is 

related to the bulk size distribution as the mean spread is related to the 

inter-event distribution (namely the mean spread equals the second moment 

of the inter-event interval divided by the first mcmmt) [13] f we have 

• . w — second moment of hulk size ,> -~4 1 + b " first rcment of buk size (3-22) 

or 

^TzT Li (3-23) 

Pton Eg.  (3.20) we get 

r4^;h-i(1-S.i> + A2<vJ (3.24) 

Having solved for CU(T) WB nay now substitute back into Eg. (3.7) 

which solves the case when the i  level discipline is RP and service 

time is of the farm given in Egs. (3.3a) and (3.4a). (Note that for i - 1, 

the solution given in Eg. (3.8) is good for any B(x).) 
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It is instructive to display the solution for T(t) explicitly in a 

special case for our i   level RR discipline. We choose the multilevel 

system with IVWI and solve for T^a. , + x) after substituting oud) 

into Eq. (3.7). Note for t0Vl  that q(t) = a = 1. Also, from Eqs. 

(3.14 - 3.17),  and choosing 3 = M» 

Q0(x) - x + y - Xa (3.25) 

-yx. 
Q1(x) - Xae ^ (3.26) 

2   -   - 2    ■2yxl   2 (^(x) - u - 2uXa + (Xa) (1 - e   L) - x* (3.27) 

thus the roots of Qu(x) are 

t Y, ■ ±/u - 2vXa + (XaPd - e   x) (3.28) 

and 

1  1    ■wxl ^-id-e ^ (3.29) 

thus from these and Eg. (3.13), we get 

«2(T) —L^r 2    1 - Xai 
Vi 

b^ - Y, ) (Y, + U - Xa) (1 - e i ) - Xae   l   i(e •L - 1) 
+ ^ I x r-n—r i- (3.30) 

2XäY
1 LY1 + w - Xa(l - e   1 J-)J 
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Also fron Bj9,  (2.9) and (2.10) Me obtain 

t<x - i(l - e"
1*) (3.31) 

?<x - %(1 - •** - us»'^) (3.32) 

We may substitute these last two equations into Bqs. (3.11) and (3.24) tc 

obtain a and h explicitly. Also, we note from Bqs. (2.12) and (3.32) that 

X(l-e  11-»ia.1e  
x A) 

W   « f±  (3.33) 
ai-l    2   X    ^^i-l 11   u

2[l-i(l-e 
11)] 

Finally, we may substitute this expression for W        and Bq. (3.30) whic*i 
ai-l 

gives a^ir)  into Bq. (3.7) which gives va the explicit foon for T(T). 

4.  gXMjKgS 

In this section we demonstrate throu^i exanples the nature of the 
/ 

results we have obtained. Recall that we have given explicit solutions for 

our general model in the case ItfG/l with processor sharing where the allowed 

scheduling disciplines within a given level may be FCFS or IB; if the dis- 

cipline is RR, it may be at level 1 and if it occurs at level i > 1, must 

be of the form given in Eqs. (3.3a) and (3.4a). 

We begin with four exanples fron the system M/H^l* As mentioned in 

Section 2, we have nine disciplines for the case N » 1. This cones about 

since we allow any one of three disciplines at level 1 and any one of three 

disciplines at level 2. As we have shown, the behavior of the average 

conditional response time in any particular level is independent of the 

discipline in all other levels; thus we have nine disciplines. In Fig. 4.1 
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we show the behavior of each of the nine disciplines for the system N = 1. 

In this case we have assumed u = 1, A = 0.75, and a, = 2. From Bq. (3.1) 

we see that the response time for the FB system is completely independent 

of the values a. and therefore the curve shown in Fig. 4.1 for this re- 

sponse time is applicable to all of our M/M/l cases. Note the inflection 

point in this curve and that the response time grcws linearly as t -♦■ ^ 

(a phenomenon not observable from previously published figures but easily 

seen from Eq. (3.1)). As can be seen from its defining equation, the re- 

sponse time for FCFS is linear regardless of the level; the RR system at 

level 1 is also linear, but as we see from this figure and from Eq. (3.13) 

the RR at levels i > 1 is nonlinear. Thus one can determine the behavior 

of any of nine possible disciplines from Fig. 4.1. Miri and Avi-Itzhak con- 

sidered the case (FB, RR) [14]. 

Continuing with the case WW^-i we show in Fig. 4.2 the case for N = 3 

where D, = RR, D» = FB, O, = PCFS, and D. = RR. In this case we have 

chosen a. = i and p = 1, X = 0.75. We also show in this figure the case 

FB over the entire range as a reference curve for comparison with this dis- 

cipline. Note (in general for WWD  that the response time for any disci- 

pline in an given level must either coincide with FB curve or lie above it 

in the early part of the interval and below it in the latter part of the 

interval; üiis is true due to the conservation law [15]. 

The third exanple for WW*-  is for the iterated structure D. = PCFS. 

Once again we have chosen y = 1, A = 0.75, and a. = i. Also shown in this 

figure is a dashed line corresponding to the FB system over the entire range. 

Clearly, one may select any sequence of FB and PCFS with duplicates in 

adjacent intervals and the behavior for such systems can be found from 

Fig. 4.3. It is interesting to note in the general H^Q/l case with D. = PCFS 
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that we have a solution for the FB system with finite quantum   q. = a, = a   , 

where presnption within a quantum is permitted! 

Our fourth exanple is for an tyty/l system with   D. - RR and is shown 

in Fig. 4.4.    Here we use the explicit form for   T{T)    derived fron Eqs. 

(3.7),  (3 30), and (3.33).   We maintain the same value   p - 1, X ■ 0.75, 

al * 2' a2 = 5'    T^ fior this ^tan ^ show11 in Fig. 4.4. 

We leave ty/M/1 now and give two exarrples for H^Q/l.    Fox the first 

exanple we choose the system H/E2/l with   N = 1.    In this system we have 

^l=(2y)2xe'2yx x>0 (4.1) 

We note that the mean service time here is again given by 1/y; the second 
2 moment cf this distribution is 3/2M . We calculate      ; 

I 
I ^<a "P'M6   1[l + 2pai + 2(pa1)2]     l (4.2) 

We choose the system  N = 1   with   D, = RR   and   D2 ■» FCFS. ; For the cases 

a^j^ = 1/2M, 1/u, 2/p, 4/M,   and   «   with   y = 1   and   X = 0.75   we show in 

Fig. 4.5 the behavior of this system. 

Hie last exanple we use is for the following service time distribution: 

dB-fx) 
bi(x)5-s- 

o<x<i 

-2(x - i 
e ^<x 

(4.3) 

as shown in Fi^. 4.6. In this case, t 1 = |, 
fc i = T' ^ = f' t  f 
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We choose the system D. = PCFS, D2 • RR, and D, = PCFS with a, ■ •*, 
3 

a,. = j# and X = 0.75. Ihe perfonnanoe of this system is given in Fig. 4.7. 

These exanples demonstrate the broad behavior obtainable fron our 

results as one varies the appropriate system parameters. In all cases the 

system discriminates in favor of the short jobs and against the longer jobs. 

5.  O0MCLÜSI0M 

Our purpose has been to generalize results in the nodelling and analysis 

of time-shared systems, ttie class of systems considered was the processor- 

sharing systems in which various disciplines were permitted at different 

levels of attained service. Ihe principle results for tVQ/l are the 

following: (1) the performance for the FB discipline at any level is given 

by Eq. (3.1); (2) the performance for the PCFS discipline is linear with t 

within any level and is given by Eq. (3.2); (3) the performance for the RR 

discipline at the first level is well known [8] and is given by Eq. I[IL8); 

(4) an integral equation for the average conditional response time for RK 

at any level (equivalent to bulk arrival RR) is given by Eq. (3.12) and 

remains unsolved in general; however, for the service distribution given in 

Eqs. (3.3a) and (3.4a), we have the general solution given in Eq. (3.13) as 

derived in [11]. We further note that the average conditional response time 

at level i is independent of the queueing discipline at all other levels. 

Exanples are given which display the behavior of some of the possible 

system configurations. Prom these, we note the great flexibility available 

in the multilevel systems. From the exanples in Section 4, we see that 

considerable variation from previously studied algorithms is possible so 

long as the nuriber of levels is less than a small integer (say 5); however, 

we see that as N increases, the behavior of the ML systems rapidly approaches 
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that of the pure FB system. 

Examination of the envelope of the multitude of response functions 

available with the ML system has suggested that upper and lower bounds in 

system performance exist; this in fact has been established and is reported 

in [19]. 
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Figure 2.1. The Feedback Queueing Model 
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Response Time Possibilities for N ■ 1, M/WI/I. ^ ■ 1, X - .75, aj •■ 2 
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Figure 4.2. Response Timo for an Examp'o of N ■ 3, M/Wi, 
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Figure 4.4. Response Time for Example of 0. - RR. M/M/1, 
ß - 1.0. X - 0.75. a, - 2.0. «j - 5.0 
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Fißuro 4.5. Response Time for RR, FCFS in M/E3/1 
with p - 1, \ 0.76 and a - 1/2,1,2,4. ~ 
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TXQfr BOUNDS ON THE AVERAGE HESPCNSE TIME FOR 
TUC-SHARED COVUHER SYSIEMS* 

UCNARD KEfZNROCK, RICHARD R. MWTZ, aiKi JIU« HSU** 
Oonputer Science Department 

University of California, Los Angeles, California, U.S.A. 

In this paper, sane fundamental properties are established which apply to the average response 
time functions for all time-shared ccnpater systems.   The first property is one of monotonicity. 
Ihe second is a conservation law which provides insight into the trade-offs available as one varies 
the response time f vnction by changing the scheduling algorithm. 

The main thrust of the paper is to establish tight upper and lower bounds on the average response 
time.   All these equilibrium results ate good far VoLnaon arrivals, aibitraxy service time distribu- 
tion and aibitraxy (but woik-oonserving) scheduling algorithms which can take advantage only of ar- 
rival time and attained service time.   Exaples of these properties are given for a mnber of 
ice-time distributions and scheduling algorithm. 

1. OfTRCDUCTICN 

Me are in the midst of a veritable explosion 
regarding the nuiber of published papers which 
give analytical results for computer systems I 
This seen» especially true in the modeling and 
analysis of time-shared oonfuter systems.'- 

It is fair to say that the recognition of prob- 
abilistic models as the appropriate method for 
stuiying these systems «ns that which permitted 
the breakthrough in analysis.   In particular, the 
use of queueing theory has been most profitable in 
this analytic work. 

As a result of this flood of results, each ap- 
plying to a slightly different set of assinptions, 
it is natural that we should seek some order in 
this enbarrassment of ridies.   Fbr exanple, do 
there exist any invariants in behavior?   Can we 
bound the possible range of perfomanoe, regard- 
less of structure?   What constitutes feasible per- 
formance profiles for these systems?   These, and 
many more, are reasonable inquiries to make amidst 
the confusion of results. 

In Uds paper we adopt the point of view that 
such questions are important and mist be answered. 
Our focus is on a class of models for time-shared 
ocmputer systems.   For these systems we are able 
to state a monotonicity property, a conservation 
law, and tight upper and lower bounds on the sys- 
tem perfomanoe as measured fay average response 
time. 

It is worthwhile mentioning that numerous 
papers have recently been «published which address 
themselves to bounds, inequalities and appradmats 
solutions to general queueing systems.   Among 

"This work vas supported fay the Advanced Itonmaith 
Projects Agency of the Department of Defense 
(DMC-15-69-C-0285). 

**Ttii8 author (J.H.) wishes to acknowledge his 
gratitude to the Inteotaticnal Business Machine 
Corporation for the granting of an IBM Peüüwjhip. 

ifiee, for exanple, the recent survey fay McKinncy 
111 • 

these are Marshall [2,3], Kinpnan [4], Iglehart 
[5], Daley and Moran [6], and Gaver [7] to mention 
a few. 

2. THE CUSS OF SVSTS6 
Our abjective is to create some order among 

many of the results available in the analysis of 
time-shared ccnputer systems.   Let us consider the 
class of systons described below. 

Wt adopt the well-known [8] feedback queueing 
model for time-shared systons shown in Fig. 2.1. 

ARRIVALS   QUEUES 

SYSTEM 
OF 

/■■N DEPAR 
-^c«n -^ 

DEPARTURES 

Fig. 2.1. General Feedback Queueing Mxlel 

In this model it is assisned that the central 
processing unit (CPU) is the only resource being 
accessed.   Jobs arrive according to a Poisson 
process with an average arrival rate   \   jobs/sec. 
They each bring a demand for service by the CPU in 
an amount equal to   t   seconds, where these de- 
mands are chosen independently from the service 
time distribution  B(t): 

B(t) - Ptservice time < t seconds] (2.11 

2 
We define the usual moments of service time as 

t? - BttP] -/" tn«(t) (2.2) 

•eiere the expectation operator. 
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Ne further define the utilization factor 

At (2.3) 

IVw AiTivAl, .1 job enters the system of queues 
where ho woits for a "turn" at service. When, fin- 
ally, his turn cones up, he is provided a quantum 
of service equal to q seconds. If he requires 
less than (or equal to) q seconds, he departs 
upon oanpletion; if not, he returns to the system 
of queues having been partially served, in which 
case we say that he has an attained servioe of q 
seconds. Eventually, he will be permitted a sec- 
ond quantum, etc., finally leaving when his total 
attained service equals his required servioe time. 
We assure that no overhead (in time) is incurred 
in transferring custsmers in and out of service 
(i.e., no loss or swap-time); it is possible to 
account for swap-time [9] in these models, but we 
do not pursue that matter here. 

The decision rule which chooses the next custo- 
mer to receive a quantun is referred to as the 
scheduling algorithn. We assume that the schedul- 
ing algorithm makes use only of X,B(t), a job's 
arrival time and a job's attained service. 

In this paper, we consider a very useful spe- 
cial case of the above model In which we permit 
the quantum q to approach Mco. this limit is 
.known as the processor-sharing model [10] for 
time-shared systans. In this case, our model in 
Fig. 2.1 beoaiaes that of Fig« 2.2 in which more 
than one customer (say n) may be sharing the 
acocessor sinultaneously; in juch a oase each 
■ustomer receives servioe at a rate of l/n 
<jnds of service/second. 

DEPARTURES 

ARRIVALS 
n CUSTOMERS 
IN SERVICE, 
EACH AT RATE l/n 

Fig. 2.2. Feedback Queueing Model 
for Processor Sharing 

Response time is the interval measured from 
when a customer arrives dananding servioe until he 
departs fully serviced.   For a customer requiring 
t   seconds of servioe, the average response time 
is denoted.4 

T(t) ■ average response time for customer 
requiring   t   seconds of servioe (2.4) 

This quantity is usually taken as the measure of 

The systans we consider ere assuned to be equili- 
brium, which requires   p < 1. 
Since we have   p < 1,   we consider steady-state 
noults only, an cmnftle of which is  T(t). 

performance for time-shared systems for good rea- 
son.    In particular, it is usually desired that 
short jobs (snail   t)    be given preferential treat- 
ment over long jobs; this discriminatory perform- 
ance is easily seen through the function   T(t). 

A function closely related to the average re- 
sponse time   T(t),    is the average wasted or wait- 
ing time   W(t)    defined as 

W(t) • T(t) (2.^) 

Furthermore, we consider a thin?, related function, 
W(t)/i which nay be interpreted as the penalty 
rate to jobs requiring t seconds of service 
since it gives the ratio of the cost in time 
(H(t)) which most be paid per second of useful 
service time (t). 

It is convenient to introduce some additional 
notation at this point. Let us define 

tj-/" tncB(t) + J^Il-B(x)] 
0 

(2.6) 

|4l 
which is the n    moment of the servioe time dis- 
tribution if service times are truncated at   x 

Also let 

0x - X\ 

and 
~9 

wx " id - p^ 

(2.7) 

(2.8) 

Note that t" - tn, P - P and that W,, is the 
expected work (backlog) found by a new arrival to 
the queueing systemS tyc/l [11]. 

In suimary then, the class of systans we con- 
sider is the class of WQ/l processor-shared time- 
sharing systems with zero swap-time and arbitrary 
scheduling algorithms. 

3. RSPGNSE TIMS FUNCTIONS 
Fam the published literature, we find many re- 

sults for processor-shared systems. Some of these 
we describe in this section. 

1. Batch-processing, first-come-first- 
served (FCTS) 
In the PCFS system, the oldest job in the 
system is given complete use of the CPU 
until it oonpletes its required service. 
For these systems, we have [11] 

The notation H/Q/X, ooRiron in queueing theory, 
denotes a single t «-ver system with Poisson arri- 
val process and arbitrary servioe time distribu- 
tion. 
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x7 
"<*> - w. ■ STT^PT 

2. Ro>»>»-a3bin (RR) 
In the RR system, all customers share the 
CPU equally.   We have [10]6 

W(t) r^ 

that the penalty rate W(t)/t is independent of 
(3.1) servioe tine,    t. 

For these ptooessor-shared systons, it is use- 
ful to display, in one figure, the wasted tune 
W(t).   Diis we do in Fig. 3.1 for the case of ex- 
ponoitial servioe (see Eq.  (3.3)) with   X » 0.75 
and   t » 1.0    (thus   p ■ 0.75).   We purposely 
svpertnpose the performance curves for many sched- 
uling disciplines.   We are confronted with quite 

(3.2) a selection of possible performance functions! 

3. Selfish Romd-Rabin (SRR) 
In the SRR system, aU customers with- the 
highest value of "priority" share the CPU 
equally; all others wait in the queue. 
Priority for a job is calculated aä aw + 8s 
where   a > B > 0   are constants and, w   is 
the time spent waiting and   s   is the time 
spent in the CPU (perhaps shared) for that 
job.   The SRR system has only been solved 
for exponential servioe time, i.e.. 

B(t) - 1 - e"pt 

In this case we Itave [12] 

t > 0 (3.3) 

4. Generalized Poreground-Badcgtound (ra) 

The FB system shares the CPU equally among 
all those jobs which hove the smallest at- 
tained servioe. For the SB system we have 
[13] 

W(t) - 

5. ttüLtilevel (M.) 

(3.5) 

In the Mi system, a set of attained serv- 
ice times {a.} is defined such that 

0 - «0 < «1 < «2 ^ — ^ «H i Vl (3.6) 

th Mhen a job's attained servioe falls in the i 
interval   (a^^a^),    then the scheduling 

algorithm followed for this job is denoted   D, 

where   D.   msej be PCFS, RR or FB.   The disci- 
pline followed between the levels is FB.   Re- 
sults for these M. systems are reported in 
[14] for arbitrary   B(t) (with some additional 
restrictions on   B(t)   «hen   D{ > IB(   for 
i > 2). ■ * 

Note that the POFS system offers no discrimina- 
tion baaed on attained servioe time,~whereas the 
FB system discriminates as such as possible on 
this basis.   The RR system is "fair" in the sense 

6It is also true that we obtain the identical  lf(t) 
for the last-oome-fitst-servod system (LCFS). 

Fig. 3.1. A Set of Response Curves for 
»VHA, t - 1.0, X - 0.75, p - 0.75. 

One nd^it naturally inquire as to whether these 
curves are confined to any particular region in 
the (W(t) ,t)    plane.   The answer is definitely 
yes,' and we develop these and other oonstraints 
in the next section. 

4. RESULTS 

In this section we present results concerning 
the response functions   (W(t))   which are feasible 
when the scheduling discipline is based only on 
attained service times and elapsed waiting times 
of jobs.   In Section 4.1 below we describe several 
fundamental characteristics of  W(t)    and, in par- 
ticular, we give a conservation relationship which 
the response fvnction must satisfy.   In Sections 
4.2 and 4.3, ti^it lowur and upper bounds are de- 
rived for response fmctions in the sense that for 
«y  W{t),   wJl(t) <W(t} <wu(t). 

In fact, if the reader looks at this figure and 
squints his eyas, he can almost guess the shape 
of such bounds> 
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4.1. A Monotcnicity P; 
Oonservation Van 

toperty and 

We axe considering scheduling disciplines in 
which each job is characterized by (1) its attained 
service time,    tg   and (2) its elapsed waiting 
time,    ty.   Oherefore, the state of the system is 
the nuiber of jobs in the system and   tg   and   t^ 
for each job.   A particular scheduling discipline 
nay effectively ignore one or both of these para- 
meters, but this infomation is assured to be 
available for each job.   Because scheduling deci- 
sions axe made only on the basäs of these two para- 
meters, the following statement is self-evident. 
The history of a job requiring   t1 > t   seconds of 
service from the time of its arrival at the system 
until it has received   t   seconds of service is 
independent of the exact value of   ti.   A direct 
consequence of thisjfact is that  H(t)    is a non- 
decreasing function or eguivalently 

WMt) S^iä-> 0 (4.1) 

In deriving  H.(t)    and   Hu(t)   we shall need 
another result which is given below.   Ran [8] we 
have that 

n(t) - A(l -BCtniWMt) + 1] (4.2) 

where  n(t)    is the density of jobs in the system 
with   t   seconds of attained service time,   we de- 
fine the "work" in the system at time   t   as the 
additional time required to enpty the system if no 
new arrivals are permitted entry; this is-also re- 
ferred to as the "unfinished woxk" and as the 
"virtual waiting time."   The mean woxk  W   in the 
system can be stressed as 

W - y   n(t)E[renaining service time for 
"Q- a job with attained service 

time of t]dt 

or     W «y Mtif (T - t) 1f^|{j dt 
0 t 

Substituting fxun (4.2) 

w- y (!?•(« + iy* (T - ««wdt 
0" 0 

/. 
(W'dJ + 1)(T - t)dt 

- (T - t) (W(t) + t) b/: tW(t) + tldt 

0 

tW(t) + t]dt 

Substituting into Bq.  (4.3) 

w.x// 
0   0 

IW(t) + t]dt CB(T) 

Again changing the order of integration 

W- Xy   IW(t) + t]f dB(T)dt 
0" t 

m 

- Xf IW(t) + tJU -B(t)]dt 

But in general, we have that 

• "7 
/ t[l -B(t))dt-^- 

0 

H>xeover, the mean woric in the system is known 
[11] tobe 

W Xt* 
id - p) (4.4) 

Thus we have the following oonservation laws for 
T(t)    and  W(t): 

m~ p) - f T(t) 11 - B(t) )dt       (4.5) 
0 

and 

By changing the order of integration 

*'*/ \f   ^'^ + 1,(T " «*]«<T)    (4.3) 

integrating the inner integral by parts 

HI9! p)  - / W(t) [1 - B(t)]dt    (4.6) 
0 

We refer to Eqs. (4.5) and (4.6) as Oonservn- 
tion Laws since they are based on the oonservation 
of average infinished work in the system. This 
plaoas an integxal constraint on W(t) (and T(t)) 
as a second neoeesaxy condition, regardless of 
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scheduling discipline. The inplications of the 
conservation law may be seen by recognizing that 
(1 - B(t)l is a nonincreasing function of t. 
Thus, it one had a given W(t) as a result of 
some scheduling algorithms, and then changed the 
algorithm ao as to reduce W(t) over sane inter- 
val (0,to), then the conservation law would re- 
quire that the new w(t) be considerably above 
the old value for some range above t^. Otis fol- 
lows since the weighting factor, 1 - B(t), is 
smaller for larger t. 

4.2. The Lower Bound 

He claim that to minimize 
discipline mist 

H(x) the scheduling 

1. never service jobs with attained service 
time greater than or equal to x while 
there are jobs in the system with attained 
service time less than x, and 

2. never psdhpt a job once it has been se- 
. lected for sendee until it has at least 
x seconds of attained service time. 

Under these conditions the response function in 
the interval (0,x) is just the response function 
for a nonpreöiptive system with service times 
truncated at x. For convenience *te will assure a 
POPS scheduling discipline. In this case the re- 
sponse function (denoted %3s-x(t)) has the 
form shown in Fig. 4.1 (see, for exanple, [14]), 
Note that W£a8_x(t) - 0 over (0,x). The sched- 
uling of jobs with attained service time greater 
than x is of no coneem in this argument as long 
as condition 1 is maintained. 

W(t) 

Fig. 4.1. Response for PCES tf> to 
x Seconds of Service 

Let RL be the mean work in the system eaeclud- 
ing work to be done on jobs beyond providing x 
seconds of attained service to each. In other 
words, if a job requires t > x seconds of serv- 
ice and has received y < x ■ecands of sendee, 
its contribution to SL is x-y. By the sans 
method used to derive Bq. (4.5) it can be shown 
that 

lfx- y* IW(t) + tI(l-B(t)]dt 

0 

Now since wprPS~x^ has mininun slope (i.e., 0) 
ever the interval (0,x), and due to the nonoton- 
icity given in Bq. (4.1), if any other response 
curve W(t) is such that W(x) ISn (X)  it 
nust be such that W(t) < ^^ys-x' 
0 < t < x. But under condition 1 above, Wx has 
its minijiun value since work in this class is oon- 
tinuously decreased at maximum rate whenever there 
is such work in the system, maefore, for any 
W(t), 

0 

mti •*■ t] (i - B(t}dt 

r* (t)  + t](l -B(t)ldt SCFS-x 

Thus we conclude that   W(t) < Wrcps_x(t)    in   (0,x) 
is inpossible and therefore  H(x) > WRTS-X^ * 

The lower bound   WJl(t)    is given by the waiting 
time for the FCFS discipline with the sendee 
times truncated at   t,   namely [14] 

A? 
wi(t) " 211 -^J (4.7) 

Note that  Wt(0) - 0 
Wi(0) - Wi(«) - 0. 

and that   WAH - N;   also 

4.3. The Upper Bound 
In this case we begin with a discrete time sys- 

tem. 
Assure that the sendee time distribution is of 

the form 

Pr[service time ■ kq) » jx        k ■ 1,2,3,... 

where   q   is the quantun as discussed in Section 2. 
Therefore, the only possible service time require- 
ments are nultiples of   q.   Me shall also assure 
that arrivals may take place only during the in- 
stant before the end of a quantun and that the 
processor is assigned to a jd> for a quantun at a 
time.   The probability that an arrival takes place 
at the end of a quantun is   Xq   so that the mean 
arrival rate is   X.   It should be clear that any 
continuous service time distribution can be ap- 
proximated arbitrarily closely by a discrete time 
distribution by letting   q   approach   0.   Also, 
these restrictions on the service discipline and 
arrival mechanim are effectively eliminated when 
q ♦ 0.   In this discrete time model our goal is tc 
maximize  N()sq). 

We claim that the following scheduling rule is 
necessary and sufficient to maximize  W(kq):   no 
allocation of a k**1 quantun is made to any job 
when there is seme other job in the system waiting 
for its j™ quantun where   j j* k.   We note in pass- 
ing that many scheduling disciplines will satisfy 
this rule. 
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We relabel the time axis so that t • 0 at an 
arbitrary point in some idle period. The times at 
which sane jab is allocated a k**1 quantun we call 
"critical times." Let c^ be the time that the 
i*" critical time occurs. We wish to maximize 
eg (the average of c^) for some fixed i,    and 
we will show that to accomplish this it is neces- 
sary and sufficient to satisfy the condition that 
at the I1** critical time no job is waiting for a 
j01 quantum where j ^ k. Certainly this oondi- 
tion is necessary since if a proposed scheduling 
discipline did not have this property then c^ 
can easily be increased when the condition is not 
satisfied as follows: fellow the proposed sched- 
ule until the point where the I**1 critical time 
would occur and then assign a quantun to a job 
waiting for its j™ (/ k) quantun. 

Since we have already shown necessity, to prow, 
tiie sufficiency of the condition for maximizing 
c^, we need only show that any schedule satisfy- 
ing the condition yields the sane value for Cj. 
Let A be any scheduling algorithm which satis- 
fies the rule that at the £™ critical time no 
job is waiting for a j**1 quantun where j j* k. 
Let aj be the time at which the A**1 job arrives 
which will require at least kq seconds of serv- 
ice. The state of the system at a^ will, in 
general, depend on the algorithm A. In particu- 
lar, the number of critical times that have oc- 
curred prior to a^ (let this be s) is a func- 
tion of A. Let EAICI - ag|state of system at 
ajj] be the expected.value of c^ - ag under algo- 
rithm A conditioned on the state of the system 
at a^. The state of the systen is given fay the 
nunber of jobs in the system, the attained Särvioe 
time of each job in the system and s, the nunber 
of critical times that have occurred. Thus, we 
tave 

E. [C£ - a^lstate of systems at a^] 

■ £. (remaining work in system not 
requiring a k"1 quantun | state requiring 
of system at V 

+ (A - s - l)E[remining service time for 
job with   (k - l)q seconds 
of attained service] 

+ (k - l)q 

+ **(k-l)<AJcÄ ' "tl8***8 of thB «VSt«« 
at   a^J (4.8) 

But the sun of the first two terns on the richt- 
hand side of this equation is equal to the 
pected amount of work in the system at   a^   given 
the state at   a^.   Thus 

B^ICJJ - a^ | state of system at   aj 

- EA(wotk in system at  ajstate at  a^J 

+ (k - l)q 
+ ^(k-DqV0* " •il*t"tB O* V«*" •*   «tJ 

Removing the condition on the state of the system 
at   a,   we have 

E.[c, - a£] = E. [work in the system at   aj 

+ (k - l)q + Ar(k-1)qEAIcA V 

«   EAlcl - aÄ] " 

EA|work in system at a,] + (k-l)q 

1 - Xt (k-l)q 

But EA[wQrk in system'at a^j is not a function 
of the particular scheduling algorithm and there- 
fore Ejjcg - a£] does not depend on A. Since 
Efcjj] = Efcjj - a£] + Ela£] and the right-hand 
side is independent of A, E[c£] is independent 
of A. Note that the form of Eq. (4.8) depended 
on A having the property that at c^ there are 

no jobs in the system waiting for a j01 quantun 
where j ^ k We have now shown that this condi- 
tion is necessary and sufficient to maximize 
Etc^J (■ c^). 

I 

We now show that the general scheduling rule to 
maximize W(kq) is the Fame rule which maximizes 
c. applied for all i. We have 

W(kq) - lim 

E CJJ - La) 
£-1 A-l 

(4.9) 

The   &i   are independent of the scheduling disci- 
pline and the proposed scheduling rule is neces- 
mry and sufficient to indiyidially maximize the 
eg.   Therefore, the same rule is necessary and suf- 
ficient to maximize   W(kq), which establishes our 
earlier claim. 

It should be clear that in a continuous time 
system we can approach the neudnun of  W(x)   by 
the following rule:   no job with attained service 
time in the open interval    (x - c,x)    (for   e > 0) 
is serviced while there is a job waiting for serv- 
ice which tue attained service tim* outside this 
interval.   By permitting   e   to shrink to zero, we 
approach the maximun for   W(x). 

CM scheduling discipline which maximizes   w(x) 
is the two-level system in which jobs are served 
FCFS in the first level up to   x~   seconds of at- 
tained service.   A job which does not finish is 
placed in the second level queue.   The .second 
queue is serviced FCFS to conpletion.   The second 
queue has a lower priority and is only serviced 
when the first queue is empty (see the ML systans 
described in Section 3).   This queueing syaton 
satisfies the condition for maximizing  W(x)    and 
therefbre from [14] we haw 

v« x7 tp* 
2a-ptm-p) *r^ (4.10) 
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Note that WJO) - W - W^H,. that W^(0) - Ö, 

and that w^(-) - p/(l - p). 

4.4. Snmary 

TMt) > 1 

W^t) > 0 

/•" t^ J  T(t) 11 - B(t)]dt - - ^ g p) 

(4.11) 

(4.12) 

(4.13) 

-"7. 
y* W(t) U - B(t) ]dt - gflPfpi    (4.14) 

A? Att Xt2        ^t 
ad - pt) -w(t) -2a-pt)a-p) +I^P; 

(4.15) 

5. EXÄMPUS 

Four exanples are given In this section to 
demonstrate the nature of the ti(£tt bounds we have 
obtained. As a perfbimance measure, the equili- 
briun average waiting times, W(t),   are plotted 
as a function of t. We begin with the WtVl sys- 
tem (i.e., Poisson arrivals and exponential serv- 
ioi). the response functions of Fig. 3.1 are 
given again in Fig. 5.1 with the upper and lower 
bounds superimposed. At t = 0, the upper bound 
and FCFS start at the same point because, under 
the constraint of the conservation lew, no other 
scheduling algorithm can give longer average wait- 
ing time at t = 0 than FCFS. The urper bound 
approaches the FB response asynptotioally as t 
approaches infinity; therefore, a customer with a 
very long requested service time (as cotpared to 
the mean) cannot be delayed much more than he is 
with FB. The lower bound starts at zero (as does 
the FB curve), increasing less rapidly with t 
than the tpper bound. It approaches the FCFS curve 
as'/mptoticaily as t goes to infinity. Thus we 
note that the least discriminating scheduling algo- 
rithn (FCFS) touches the tfper bound &t t ■ 0 and 
forms the asymptote for the lewer bound as t 
approaches infinity; conversely, the most discrimi- 
nating scheduling algorithm (FB) touches the lower . 
bound at t = 0 and forms the asymptote for the 
upper bound as t approaches infinity. Die above- 
mentioned behavior of the upper and lower bounds 
applies not only for the t\^/l system, but also 
holds true for any M/G/l system in general, al- 
though the rate of oonvergenoe for the bounds to 
their .espective limits varies for different serv- 
ice distributions. 

Fig. 5.1. Bounds on Rssponse for ttfttfl, 
t- 1.0, X- 0.7$, p - 0.75. 

For the second «scanplewe choose the systan 
ttfE^l.   In this system we have 

^ä. - (2y)2xe'2wc   x>0    (5.1) 

with mean service time equal to   l/p; 
nonent of this distribution is   3/2y2 

the second 

Because 
the second moment is smaller than that of the ex- 

2 
ponential distribution (whose value is 2/u ), 
the bounds are titter in this exanple than the 
H^H^l case, just as one would expect. Fig. 5.2 
shows the behavior of this system with p » 1 
and X » 0.75. It is obvious from the figure that 
for t > 5/M# the qpper and lower bounds have es- 
sentially reached their asynptotic form. 

In the third exanple we show the bounds for the 
H/H2/I system, where ty stands for hypersxponen- 
tial service distribution with 

dB(x)      "h*      "W^ 
^^-0.5^6 *■   +0.5^2«     x>0 (5.2) 

Me choose   M^ ■ 5w, ^ ■ (5/9)p,   resulting in a 
mean service tine of   l/y.   Die second moment of 
this distribution is   82/25y2.   Fig. 5.3 shows the 
behavior of the M/U^l system with   u - 1   aid 
X - 0.75.   Die uner and lowar bounds approach 
their respective limits at a slower rats thai 
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Fig. 5.2. Bcnnds on Itesponse fior Wfyl, 
t - 1.0, X - 0.75, p - 0.75. 

Fig. 5.3. Botnds on Response for H/H./l, 
t - 1.0, X - 0.75, p - 0.75.    * 

either WWl or V/E^/l becauee of the larger 
ond moment. 

For our last exanple we chooee the ayetan lVt/1 
where ü stands for uiifioan service distribution. 
For this particular exanple we have 

«ÖL 
•'o.as 

* 

o 

2 < x < 6" 

otherwise 

and   X - 0.1875, t - 4.0, p - 0.75.    Fig. 5.4 
BIXM'S the behavior of this system.   Notice that 
when   t > 6,    the upper bound coincides exactly 
with the~FB curve and that the lower bound ooin- 
cldee exactly with the FCFS curve.   The probabil- 
ity of having any customer requesting more than 
six seconds of service in this exanple is, of 
ooueae, equal to aero. 

Fig. 5.4. Bounds on Response for HAJ/1, 
t- 4.0, X - 0.1875, p - 0.75. 

Another performance measure,   H(t)/t,    is given 
in Fig. 5.5 for the H/H/l case and is of interest 
to us, since (as mentioned in Section 2) it gives 
some feeling for how large a price (in tents of 
wasted time) a customer must pay in order to get 
a unit of service time.   For the case of RR, this 
measure is a oonotentt thus each customer has the 

(5.3) Fig. 5.5. Bounds on Penalty Rate for Vl/Hfl, 
t - 1.0, X - 0.75, p - 0.75. ' 
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same pcrvilty rate,  rcgardlasö of his service tine. 
lit Hu» aenso, everyone i» troatod otfually in the' 
W J'./nr/'n.    Vm curvn r^roBcntiny PCIB is ncnraton- 
i-nlly 'V.'roo,q(iK^ v/i Mi    t,    nifl ci  Mir»  |f»i'.)nr   )'iif> 
iai-/  «I   n   onrtllni   lictiinlly  lnltl|    ll>   llilti  inttn,   n'/ittmn 
ittielti niifjitt itlLiiti\jL to "(Xjui"  Uk.ir tviiu-ulil  tu 
take advantage of this "quantity discount."   An- 
other extreme exanple is provided by ?B;   W(t)/t 
increases rapidly when   t   is small, then drops 
slowly to a constant    (p/(l-p)).   A customer with 
a long request can do better fay breaking his job 
into smaller independent jobs and submitting them 
separately to the system (if this is possible) be- 
cause then the penalty rate will be greatly reduced. 

Fig. 5.6 shows the range of the bounds for the 
HW1 system with p - 0.75, 0.5 and 0.25, respec- 
tively.   As can be seen, the region included be- 
tween the upper and lower bounds for a particular 
utilization factor   p   depends heavily on   p;    the 
larger the value of   p,    the greater is the verti- 
cal separation between the two bounds, thus allow- 
ing larger variation of the mean waiting times for 
different scheduling algorithm. 

which follow from our results.   First we see that 
any   Wft)    may touch the lower bound at most once 

hi* 

Fig. 5.6. Variation of Bomds for HWl 
with p - 0.25, 0.50, 0.75. 

6. EXreNSIONS 

As we inplied in the Introduction, we have ans- 
wered some fundamental questions regarding the 
existence of order and structure in the analytical 
results for tine-shared oenputer systems.   Our 
principal results are given as a nonotonicity con- 
dition (Eqs. (4.11,4.12)), a conservation law (Eqs. 
(4.13,4.14)) and tic^it tfper and lower bomds (Bq. 
(4.15)) on the response function   W(t).   These re- 
sults are exemplified by the curves given in Sec- 
tion 5.   Ma note here that although the results 
were expressed for processor-shared system, the 
same type of results apply to the asm   q > 0. 

Hi nd^it observe some additional properties 

(oxocpi. over the semi-infinite interval 
wU'ii   U(t1) - 1);    the sane may be said for the 
uppor bound. 

Secondly, we* find that we are able to respond 
to the following kind of specification.    Suppose 
that a designer requests that all jobs of duration 
tit*   should have an average wasted one 
W(t) < W*.   Then if   W»>W4(t*),   it is possible 
to guarantee at least this behavior (for example, 
by an ML system where the first level is PCFS out 
to   t*).    Such a specification seems to us to be 
quite natural.   The next obvious need is to specify 
the bounds on   W(t)   which exist for   t > t*. 

Lastly, we pose the more general question which, 
at the time of this writing remains unsolved, 
namely, what are the necessary and sufficient con- 
ditions for a given response function to be feas- 
ible?   This paper has presented some inportant 
necessary conditions. 
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AMPTIVE FOOTING BOKZOOES FOR STUE-IIND-fDIMMD aXVUSIHSIMiaCKnCN MEIHQRCS* 

ty Gary L. Fultz and Laonaxd Kleimodc 

Oanputer Sdmt» Department 
Uil'WZBlty of Califctnla, Los Angelas, California 

ABSTMCT 

A stud/ is made of routing techniques applicable to 
store-and-forward conputer networks (e.g., the A&A 
Network) in order to show their inportanoe in relation 
to the theoretical design of these networks and to the 
perfonrance of existing networks.   The major attempt has 
been to classify routing techniques and to specif/ their 
parameters as veil as a means of evaluating their per*- 
formanoe.   Using average message delay as a measure of 
network performance, a nurber of routing techniques are 
oonpared via theoretical and ocnputer sinulaticn results. 

I. Pfl'HJUULTJCK 

•Ehia paper considers massage flow in a specific class 
of networks denoted as store-and-forward oawpiftMfCBB" 
munication nets.   Such nets accept message traffic from 
«eternal sources (oamputers) and trananit this traffic 
over seme route within the network to the destination) 
this transmission takes place over one link at a time, 
with possible storage of the message at each intermedi- 
ate switching node due to congestion.   One of the funda- 
mental problems in these nets is the routing of messages 
in an orderly manner to insure their rapid delivery. 
The requiranents for such a aystaa differ considerably 
from those of the telephone systan «splaying circuit or 
line switching and from those of military canmunicaticn 
networks required to operate in «xtranely hostile en- 
vixonnents. 

13» study cf routing techniques is important because 
of the asntral role they play in the design and opera- 
tion of iow cost acDputer-ocRRuiicatlan nets.   The ab- 
stract design of a low cost caiputer-ccranunioation net- 
work «as first stated by Kleinrock11 as follows: 

minimise T (the average message delay) 

over the {link capacity assignment ) 
design | message priority discipline ( 
variables ) routing doctrine |     (1) 

' topology 

subject to 

a suitable cost criterion and external 
traffic requirement 

All of the design variables are interdependent and a 
general solution technique is unknown, although signifi- 
cant progress has been made for sane interesting special 

Before the general solution of Eq.  (1) can be under- 
taken, it is inportant to determine how the variation of 
the design parameters in this equation influences the 
average message delay T.   Here we address the routing 
doctrine question.    Kay areas vrfiich require study are: 
what should a routing technique achieve; how can routing 
techniques be classified; how are routing algorithms 
■peeifiad; «hat are the appropriate performanoe measures 
and; how are routing algorithms evaluated?   Below, we 

•this work was supported by the Advanced Research 
Projects Ajency of the Departnent of Defense (DftHC-15- 
69-00285). 

attanpt to answer these questions in relation to the 
selected oenputer-cornanication network model. 

II. THE ODMPOIER-OttMJNiqitnaJ NET 

In order to properly characterize liiat an adaptive 
routing technique (algorithm) should achieve, the uni- 
verse in which it operates must first be specified. 
This requires a characterization for aonputer-aorannica- 
tion networks. 

The class of networks oonsidered in this paper can be 
depicted as shown in Figures 1* and 2 and are modeled 
after the Defense Department's Advanced Research Pro- 
jects Agency (ABPA) experimental oonputer network.''9» 

Fipif« 1. Wtewrk Topotogy 

The characteristics of the network model are: 

1. Each pair of nodes (N^,Nj) an he connected 
by at most one dedicated high-quality (low 
error rate) full diplex digital, camunicaticn 
line. 

2. Each oaimunicaticn link has fixed capacity. 
3. Each node has finite storage and operates in 

a stare-and-forwad fashion. 
4. Satellites ore not utilized as nodes.6 

The basic mit of information passed between any pair 
of nodes is called a "packet" with maximan size of ap- 
proxiitately 1000 bits.   When a packet is received at a 
node, it is stored and checked for errors via an error 
detecting code.   If oaBHWfe and if this node is willing 
to "accept" the packet, then a positive acknowledgnent 
is sent back to the preceding node indicating this fact; 
otherwise, a negative acknowledcjnent is sent back (nega- 
tive adcnowladgments, however, are not used in the AFPA 
network).   When a node receives a positive adoouledg- 
ment, it destroys Its CDR- of the packet; otherwise the 
packet is retrananitted.   If a packet is not destined 
for the node at whidi it was received, it is relayed 
(routed) further along Its path to a neighboring node. 

*The APPA network topology has since changed signifi- 
cantly.   However, we continue to utilize it in order to 
oaipare our current Simulation and theoretical results 
with those contained in Rsfs. 12 and 13. 
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"Um loutlng procadurs detemines the path a packet tra- 
verses from a source node Ns to a destination node NQ. 

Ibr exanple, the paths ^ - (5,6,16,8) and ir2 - (5,4,17, 
8) are two of the many possible paths fron Ns • 5 to 
Mr 8 as shown in Figure 1. 

The afcsund internal structure of a node, shown in 
Figure 2, consists of a store-and-foiward switch re- 
ferred to as an IN> (Interface Message Processor) and a 
HOST (external cortputer system).   The function of the 
IM? is to allocate storage for incoming packets, perform 

HOST-TO-IMP 

B     • SWITCH WHICH CAN BLOCK TRAFFIC 
FLOW TO THE IMP 

CPU - CENTRAL PROCESSING UNIT ROUTINE 

G    - QUEUE 

S     - SERVER (REPRESENTS THE FINITE RATE OF TRANS- 
MISSION ON THE OUTPUT LINKS I 

2. The routing tednique should adapt to changes 
in the network topology resulting from node 
and aanuiicaticn link failures. 

3. The routing technique should adapt to varying 
souroe-destinaticn traffic loads. 

4. Packets should be routed around nodes that an: 
oonqested or toqporarily blocked due to a full 
storage. 

in. OftSsinofflTcw OF BOUTDIG mopnouES 

It is desirable to classify network routing tech- 
niques in order to gain insight into their structure, 
oaeplegdty and perfozmanoe; from this, one nay then oom- 
pare them as candidates for operational network algo- 
rithms.   The two major classifications selected are 
(1) deterministic, and (2) stochastic techniques.   Deter- 
ministic routing techniques oonpute routes based ifxn a 
given deterministic decdsicn rule and produce a loop- 
free routing procedure (i.e., packets cannot become 
tx^yed in closed paths).   Stochastic tedmiques, on the 
other hand, operate as probabilistic decision rules, uti- 
lizing topology and either no information about the 
stats of the network (random routing) or estimates of 
the present state of the network.   Witt, these techniques, 
packets may be trapped in loops for short time periods. 
Figure 3 shows a wax aaqplete classification of the ap- 
plicable routing techniques. 

ROUTIWO AtjOOWITHM CLASSIFICATION 

1.    DfTiHMWISTIC TBCHMIOUfc i 

<*"■ 

SELECTIVE 

• FIXED 
• NETWORK ROUTING CONTROL CENTER (NRCC) 

<reESENTl SCHEDULING 
.   r fROBLEM 

FUTURE I 
• OlSTRiaUTED 

<: 

STOCHASTIC TECHWIOUP 
'ASYNCHRONOUS UPDATE (PERCOLATION! 

KMC UPDATE (NEAREST NEIGHaOni 

-mORTEST OUEUE ♦ BIAS 

-UDCAt DELAY ESTIMATE 

• RANDOM 

• ISOLATED 

routing for packets which must be relayed, acknowledge 
accepted packets and perform other routine functions 
(i.e., packet error checking, circuit fault detection, 
traffic measurement, etc.).   In addition, the CPU rou- 
tine can block incoming messages from its HOST when suf- 
ficient storage is unavailable. 

Messages, which originate at a HOST, have a maxinun 
length of approximately 8000 bits.   The IMP segments a 
HOST'S message into packets (i.e., as many maxiawn sized 
packets as necessary, plus a "remainder" packet).   These 
packets are.then handled by the network as independent 
entities until they reach their destination node.   There 
the packets of a message are- collected and the message 
is reassenbled before it is transferred to ths destina- 
tion HOST.   Messages which consist of only i single 
packet are given higher priority than multi -packet mes- 
sages so that the network can support interactive users. 

Using this network model, the message routing require- 
ments for the umvuLer-oomtmicaticn nntHDtk on be sim- 
ply stated: 

1. Message routing should insure rapid and error- 
free delivery of messages. 

Defcemiinistic Tedmigues 

Tie four basic deterministic techniques are: 

1. Floüding.   Each node receiving or originating a 
packet transmits a copy of it over "all" outgoing links 
or over a set of "selective" outgoing links; this trans- 
mission occurs only after the node has checked to see 
that it has not previously transmitted the packet, or 
that it is not the destinaticn of the packet.   This tech- 
nique has been discussed by Boehm and Msbley.3   Their    - 
conclusion is that the inefficiency of this technique is 
tolerable if one has only a few massages to deliver- 
However, a large volune of oonracnicatiens traffic neces- 
sitates more efficient routing techniques.   Another draw- 
back to this technique is that each node requires a mech- 
anian to racogniae previously transmitted ; 

2. Fixed touting.   Fixed routing algorithms specify a 
unique path ir(Ns, ..., NU)   (route)  followed by a packet 
which depends only vqpen the sOuroe-destination node pair 
(I^NQ) .   Tto acooiplish this, each node has a routing 
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table similar to that shown in Figure 4. 
If a packet must be relayed, its destina- 
tion is used to enter the routing table. 
Hie entry oontained in the touting table 
specifies the next unique node in the 
packet'scath. Kleinrodt12»13 and 
Ptosser15 have examined several of these 
techniques. Fixed routing tedmiques re- 
quire oonpletely reliable nodes and links, 
except for the occasional retransmission 
of a packet die to channel bit errors. 
However, they do allow for highly effi- 
cient high volune traffic flow and are 
very stable. 

NEXT NODE 

NUMBER 

1 

2 

3. Network Routing Control Center § 
(NROC).   With this technique, one of the o 
network nodes is designated as the NROC. 
This center collects performance infoma- 
tion about the network operation, oonpites 
routing tables and then transmits the ap- 
propriate routing table to each node in 
the network.   Ccrputation of the routes 
by the NCRR is done on a global basis and this insures 
loop-free paths between all souroe-destinaticn node 
pairs.   Thus, a fixed routing procedure is maintained 
between NROC 

table is then formed by choosing, for each row (say the 
i01 row), that output line nuther Ot^U) whose value in 
the delay table is minüun as follows: 

0^,(1) - mln Tjd,!^) (2) 

\«here {!*,} is the set of output line nutters for node J. 
Figure ? shows an example. 

OUTPUT LINE 

I 
«pw»«. Mori*« 

Kauiuif T«bl» 

There are a number of drafcades to this technique. 
By the time the nodes begin using the new routing tables, 
the performance information that was used in the cenputa- 
tion of the routing tables may be out of date in rela- 
tion to the current state of the network.    In addition, 
transmission costs and vulnerability became significant 
axis iderations. 

*i «* «^ i4 

1 0.2 0.1 0.3 0.4 

• • ■ • 

• • • • 

• • • 

i 0.1 0.3 0.7 0.5 

• • » • 

• • • • 

• • « • 

N 0.6 0.4 as Ü.2 

L2 

^VD-i.L^.L,» 

  

t . " 
Ol^W-MINVi.LJ 

w 
• N 

DELAY TABLE ROUTING TABLE 

Pigun & Nad« J May and Roulinf TaMn 

4. Ideal Observer Routing.   This tecmique is 
tially a scheduling problem.   Each time a new packet 
enters a node from the HOST, its route is oonputed to 
minimize its travel time to its destination node, based 
tpon the oorplete present information about the packets 
already in the network and their known routes.    If the 
Ideal Qbserver has information about the occurrence of 
future events, thai this information could also be uti- 
lized in the oonputation of the route.   This technique 
Is obviously impractical for an operational network, but 
from a theoretical viewpoint, provides the minimun aver- 
age message delay to vAiich all other routing techniques 

.may be oenpared. 

Stochastic Tedmiques 

The ttiree basic stochastic techniques are: 

1. Randan Rauting.   Random routing procedures are 
those decision rules in which the choice as to the next 
node to visit isinade according to some probability dis- 
tribution over the set of neighbor nodes.   The set of 
neighbor nodes utilized in the decision rule can be "all" 
of the connected nodes or can be based "selectively" 
over that set of nodes which are in the general direo- 
tion of the packet's destination. 

Kleinrock11 and Prosser14 have investigated nunar- 
ous random routing techniques and have shown that they 
are highly Inefficient in terms of message delay, but 
are extremely stable (i.e., they are relatively unaf- 
fected by snail changes in the network structure). 

2.Isolated and 3. Distrdbuted TtechniquBS. All of the 
Isolated ana distributed routing algoritnia operate in 
basically the .sane manner.   A delay table is formed at 
each node as shown in Figure 5.   The entries Tj(0,lf.) 
are the estimated delays to go fron the node under con- 
sideraticn (say node J)  to some destination node 0 using 
line I), as the next step in the path to 0.   A routing 

The manner in which the estimates Tj(., .) are formed 
and vpdated and how often the delay tables are interro- 
gated depends i^un the specific structure of the routing 
algorithm. 

m the shortest queue ♦ zero bias algorithn, a packet's 
route is selected by placing it in the shortest output 
channel queue. .This is essentially Baran's Hot Potato 
touting ooncept1,2.   Since the route selected is inde- 
pendent of the packet's destination, the delay table 
would require only one row, where the row entries would 
reflect the output channel queue lengths.   The non-zero 
bias ease will be discussed later as a limiting case of 
a distributed rooting technique. 

In the local delay estimate algorithm, a packet's 
route is selected via Eg. (2).   The delay table is up- 
dated after a packet is received (say at node J) fay the 
following scheme 

*J(,>6V^new * VV^V^old + ,VT1N(S'J,  (3) 

where 

TDKSfJ) - the Time the packet has spent In the 
Network traveling from Its source node 
S to the currant node J, 

rW « the reverse (outgoing) line oorrespond- 
" lag to the forward (inocming) line 1^ 

of the full-duplex pair upon which the 
entered node J, 

and 

K. and Kj ate constants. 

This technique, celled badewards learning, has been ex- 
tensively investigated by Baran^   Boetn and Mcbley3 
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offer modifications to the basic tachniqua 
improve its performance. 

(Eg. (3)) to  table entries are 

In the distributed routing techniques classification, 
all routing algorithms utilize the sane basic techniques 
to carpute and update the delay table estimates, but the 
instants at which these tables are updated and the route 
selection proosdure differs depending vpon the particu- 
lar structure of the algorithm. 

There are basically two different nechanians which 
cause entries in the delay tables to change: (1) as 
packets are placed on i or taken off) an output channel 
queue, all delay table entries in a oolum oorrespond- 
ing to that output line must be increased (or decreased) 
to reflect the change in expected delay for the channel; 
and (2) when delay infonnaticn fron neighboring nodes is 
utilized to update the delay table estimates. In the 
latter case, the following procedure is used. 

Si^pose a decision at node J has been made to inform 
its neighbors (say N^, N, and N., as in Figure 6) of its 
current miniimm estimated delays to reach all nodes 
within^the network. Node J forma a minimun delay vector 
JJj - (T(l),f(2)/...), 'where the K**1 oonpment  """'" 
T(K) • min TjÖCI«,) and trananits V- to its neighbors 

1^ 

T(K» 

T(N) 

> MIN T, IK. LHI 

0 
VECTOR % 

(N^, N2 and N3). Upon receipt of a minimun delay vec- 
tor, a node (for exacple N^ adds its current output 
line queue length (line Lj for this exanple) plus a 
constant tL to all entries in the vector Vj and replaces 
oolum 1 (corresponding to 1^) in its delay table with 
these now values. Mathematically, the tpdated delay 

V0'V " Q(M•IN, + D   + T(D) (4) 

where Q(MrIw) is Iht; queue length of line nuiber I^ at 
node M.   The constant EL can be interpreted in two ways. 
First, if its value equals the average time to transmit 
a packet over an outgoing channel, then neglecting chan- 
nel propagation delays, EL represents the minimun average 
delay to reach a neighbor node.    Secondly, if the delay 
tables are lariated rapidly in a lightly loaded net, then 
the delay table estimat« ^(O,!^) = N*(JID,IN)-C^ where 
N*(J,D,Ity)  is the nutber of lines enoountered in the path 
ir(J,D) when a packet leaves node J on line 1^.    Thus, by 
varying CL, we can control the degree of alternate rout- 
ing and sensitivity of the algorithm to snail variations 
in queue lengths.   That is, if C^, is large ooipaxed to 
the average queueing delay in a node, then the path chos- 
en for a message will tend to be one of the paths with 
smallest N*(S,D,-). 

There are two methods which can be oiployed to cause 
the tramanission of the delay table update vectors   Vj: 
(1) The periodic updating adgorithm forces these trans- 
missions at a periodic rate   Rj    (as is currently done 
in the ACPA network) and (2)  the asynchronous updating 
algorithm allows these transmissions asynchronously; 
tjüs transmission can occur after the jbuting of a pack- 
«t (via Bq.  (2)) online   01^(1)    if   T.d.OI^U)) has 
changed by "»re than a specified amount (a threshold) 
since the last update occurred.   Thus, the delay vectors 
can percolate throughout the net in a short time period. 
If tie threshold value Is excessively large, updating 
ceases and the asynchronous routing schanes reduce to the 
stiertest queue + bias a^poritims (with bias equal to Dp). 

The choice of routes is determined as follows:   If the 
Vfpdate mechanism is periodic, then the set of routes ob- 
tained vii< Eq.  (2) is held fixed until the tables are 
again vpdatad; in the asynchronous case, Eq.  (2) is used 
to determine the route of each packet. 

Of all the stochastic techniques, the distributed 
routing algorithms are the most efficient for handling 
line and node failures.   Once a failure is detezmined 
(see Ref. 9 for procedures utilized in the AHPA network), 
the proper entries in the node delay tables can be forced 
to sanain excessively large as long as the failure per- 
sists. 

Betuming to Figure 3, the arrows on the right-hand 
side represent (fron tail to head)  increasing complexity 
and expected performance of the algorithms.   Of all the 
routing techniques shown, we feel that the distributed 
stochastic routing techniques have the best potential 
performance to offer in operational store-and-forward 
oanpuber-ocrmunication networks.    These techniques oper- 
ate essentially as distributed network touting control 
centers and can adapt rapidly to link and node failures 
as well as to changing traffic conditions. 

IV. NE1WDFK ggjgSBSBg 

In order to design optimal canputer-camuiication net- 
works or to assess their performance, one requires quanti- 
tative measures of network performance.   There are basi- 
cally two classes of performance measures.   The first 
class does not relate in any sinple way to individual 
messages in the network, but rather to the performance of 
particular conponents that oonpose the network.   Exanples 
of such performance measures are:   average channel utili- 
zation; nodal storage utilization; and channel error 
rates.   Many of these perfoanance measures can be com- 
puted analytically.   The second class of perfozsance mea- 
sures relate more directly to individual messages and 

definitive statements about overall netMork perform- 
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anon can be rode.   Hi example of SUE* a performanoe maa-   Cor HE (called the Effective Datt Rate) »Alch allow« us 
eure is the measured distribution of time is trananit a     to study the avmage message delay as a function of net- 
nmuqe through the net.   However, oncng the possible        work loading.   Figure 8 shows the average message delay 
perfonmnoe measures, the aweraqe message delay is the 
only ans that has yielded to analysis.   In additicn, it « 
also reflects the following network phencmena in its 
oonputation: 

Message delay due to foonaticn of queues within 
the 

• Nodal processing delays 

• Ihe decrease in effective channel capacity due 
to the transnissicn of acknowledgments and rout- 
ing information within the network 

• Negative acknowledgments causing packet retrans- 
mission 

• Adaptability of the routing algorithm to varying 
traffic loads and channel and node failures 

• Packet looping caused by momentary errors in 
estimation of the required routes by the routing 
algorithm, and 

• Nodal storage blockage 

m earlier works on gonmniaation netr1 and canputer 
cannunicatian netorarks12'13, Kleinrock studied such nets 
using methods from gueueing theory1' which he showed 
provide an effective method for the oonputatiati of the 
average delay of single packet messages using fixed 
routing prooedures.   Fultz*' has modified these models to 
more accurately predict the single packet message delays. 
In edditim, he has ranowad sane of the independence as- 
sunpticns discussed in Usf. 11 in order to handle the 
multipacket message case.   Figures 7 and 8 show a com- 
parison of simulation10 '^ and analytical results8 for a 
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for the two priority classes as we vary the mix of short 
(single-packet) high-priority messages and long (multi- 
packet) low-priority messages, while maintaining a con- 
stant average input data rate to the entire net.   Etor 
the fixed routing procedure, we see that the average mes- 
sage delay is adequately predicted by the analytic re- 
sults.   However, «hen one assesses the performanoe of sto- 
chastic routing techniques, these curves do not indicate 
typical network performance.   Kleinrock11 and Prosser14'15 

hove given methods to analyze random routing procedures. 
Here we give a method of estimating average single-packet 
message delay for the isolated and distributed stochastic 
touting prooedures. 

Ne begin by noticing that the isolated and distributed 
algorittms operate as fixed routing prooedures over snail 
periods of time.   Pa time progresses and the algorithm 
adapts, it utilizes various oonbinations of fixed routing 
prooedures.   Of interest is that fixed routing prooedure 
which minimizes the average message delay for a given net- 
work loading factor BE.   Figure 9 portrays the average 

SHORTEST PATH, 
ZERO LOAD 

fixed routing prooedure utilizing the network oonfigura- 
tit» shown in Figure 1.   Both the analytic and simula- 
tion models reflect an assuned traffic matrix (Dfl whose 
entries give the average traffic flow requirenents in 
bita/seoend between source-destination pairs of nodes. 
In Figure 7 we have scaled all entries in Cm] by a fee- 
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RE 
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«ingle-packet message delay as a fmction of   RE   and 
various fixed routing prooedures.   Itie lower envelope 
of all these delay curves reflects the iranüram average 
message delay utilizing fixed routing algorithms.   We 
have a procedure for confuting this ICMST envelope8. 
Ihe torizontal line of value   TSp   is the theoretical 
miniiiun average message delay and represents a solution 
of the shortest path problenP for   BE « 0.   nie shaded 
portion of the figure represents a region of operation 
**uch can only be penetrated if the stochastic routing 
algorithm happens to take exquisite advantage of the 
instantaneous characteristics of message flow within the 
network to produce a analler average message delay than 
the best fixed routing algorithm,    lb date, none of our 
Isimulation results has penetrated this region,   this 
'indicates that the lower envelope delay curve is a good 
measure of attainable performance for stochastic rout- 
ling algorithms. 

POT the periodic updating algorithm, there are two 
parameters which may be adjusted for performance optimi- 
zation {Dp   and the periodic update rate   %) for any 
value of   IE.   Figure 10 shows this Performance as a 
function of Dp   for various values of   %  with   HE « 1. 
These delay curves reflect the additional message delay 
caused fay the presence of the routing vpdate traffic 
flow within the net.   For each routing update packet 
(which contains the vector   Vr), its line transmission 
time,   TQ,    utilized in the simulation program was 
0.8Tp,   where   Tp (■ 12.6 msec) is the average line 
trananinsicn time for a single-packet message (average 
packet length in bits divided by the line capacity in 
bits per sec). 

Fbr large   Dp    (60 msec and greater), little evidence 
of looping is found.   The average message delay for 
D^, - 200 msec is within two msec of the simulation re- 
sult at   BE * 1   for the fixed routing procedure based 
upon the solution of the shortest path, zero-load prob- 
lem.   Ihis indicates that the delay table v^xiatir.g can- 
not, for this value of   Dp,   adapt to the fluctuations 
in network traffic so as to lower the average message 
delay.   However, the algorithm can still adapt to line 
and node failures and the delay and routing tables would 
reflect these failures.   For the smilation ctata plotted 
in Figure 10, the mininum average delay occurs at 
Dp = 60 msec, which is approximately five times as large 
as the average line transmission tine   Tp   for a single 
packet.   In the solution of   Tgp   for this network, the 
longest route also contains five lines.   Further invest- 
igation is required to determine if there is a similar 
observable pattern for other values of   FE   and for var- 
iations in the traffic matrix    [HI]    and network top- 
ology. 

For the asynchronous updating algorithm, there are 
also two parameters viiich can be adjusted for perform- 
ance optimization (c^,   and the threshold values).   Here 
we oonsider constant thresholds (adaptive thresholds 
will be considered in the future).   Die simulated updat - 
ing procedure operates as follows:   A copy of the new 
ndninun delay vector,   Vr,    is retained in node   J   each 
time it is formed for tpdating.   As packets are routed 
at node   J   via Eq.  (2), the minimun delay corresponding 
to   Qlfjd)    is oonpared to its oorresponding entry   T(i) 
in the stored vector   Vj   as shown below. 

iTjd)  -tjd.a^i))! - ATjU) (5) 
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Fbr snail Dp,    the sinulation program shows that 
many loops exist in the fixed routing procedure utilized 
between delay table updates and thus produces a large 
average message delay as shown in the figure; the higher 
values of B^j shown permit better adaptation to the 
traffic, even offsetting the increase in traffic due to 
these updates. Although not shown in the figure, lim- 
ited simulation data indicates that the average delay 
for I^j > 20 updates/sec is larger than for RQ » 10 
updates/sec; thus By cannot be increased indefinitely 
without suffering a loss in performance. 

If ÄT,(i) ^ threshold, then t-he update procedure is in- 
voked as shown in Figure 6. otherwise, no update occurs. 
The motivation, of course, for utilizing thresholds is 
to sense changes in the traffic distribution (delay) and 
only update when these changes are pertinent as opposed 
to the periodic updating algorithm which forces updates 
even «ten the delay tables remain static. Figure 11 
shows the algorithm performance as a functian of Dp 
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for various threshold values with   FE ■ 1.   The curves 
labeled   (N)    indicate notmau operation of the algorithm 
(Tu =■ C.8Tp),   while the curve Ub>lid    (Z)    oonesponds 
to   Ty ■ 0.   Thus, the differenc? between the two 50 
msec threshold curves represents the increase in average 
message delay due to the presence of the update traffic 
within the net. 

The asynchronous tpdate /ilgorithm does not exhibit 
the distinct minimun message delay as a fmcticn of   Dp 
as found Cor the periodic ipdate algorithm.    Also, no 
correlation was found between the nunber of updates and 
nessage delay for a fixed threshold value, even though 
the nuiber of ipdates increased as   Efe   increased (ex- 
cept for the dip in the 50 msec threshold curves at 
C^ " 60 msec).   For a fixed   t^ 2 60 nsez, there is a 
oorrelaticn between average message delay and threshold, 
the inininiin being at approximately the 50 msec threshold, 
which lies between the 34 and 100 msec thresholds. 

Perhaps the most interesting delay curve shown in 
Figure 11 is that for a threshold of 100 msec.    {Or 
Db s 34 msec, no qxlates occurred during the simulation; 
thus the algorithm operation reduced to the shortest 
queue + bias class.   However, line and node failures 
would cause the algorithm to tpdate.   It is quite pos- 
sible that the threshold test (Eq.  (5))  oould be elimi- 
nated and qpdating forced oily «hen a line or norte fail- 
ure is recognized.   This requires further investigation. 
For   C^ * Tp msec, the algorithm becomes highly unstable 
and many loops appear in the routing.   This aooomts for 
the large increase in delay, as the figure indicates. 

Finally, Figure 12 shows the best simulated perform- 
ance of three routing algoritfans (periodic vpdating. 
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asynchronous ipdating and shortest queue + bias) as a 
function of the network traffic loading factor   FE.    The 
lower envelope represents the achievable average message 
delay for the best fixed routing scheme (although it 
would veii.7 with   I€), but has not   as yet been simulated. 
However, the results shown in Figure 7 indicate that 
simulation should agree with this theoretical curve. 

Apparently, utilizing a fixed routing procedure between 
ipdates causes increased congestion within the network 
and thus increases messagt delay. 

For a moderate threshold value (100 msec), the asyn- 
chronous updating algorithm achieves the sane perform-' 
555 as the shortest queue ♦ bias algorithm (because no 
delay table updates were initiated during the simula- 
tion) .   The 60 msec threshold value produces a very 
interesting result.    As   RE   approaches 1.25, the asyn- 
chronous updating algorithm performs better than thfc 
shortest queue * bias algorithm.    This shows that the 
algorithm is utilizing the information contained in the 
minimun delay vectors   Vj   to adapt to the fluctuations 
in network traffic flow.    Further, it indicates that 
the presence of the delay table updating traffic within 
the net does not necessarily cause an increaso ii> the 
average message delay. 

Before a mere detailed oemparisen can be made among 
the algorithms, further imderstanding of the relation- 
ship between   t^,   and   I\j   or the threshold value nust 
be gained.   In addition, line and node failures nust be 
simulated in order to determine how rapidly the algo- 
rithms adapt and what average nessage delay they produce. 

V. CXMCLOSKMS 

We have presented a meaningful overview of routing 
techniques available for oorputer-oenrunication networks 
and have developed the structure of routing algorithms 
which appear to be the most promising for operational 
networks.   The main thrust of our research has been to 
develop models of network performance and routing algo- 
rithms and oonpare their perfarnanoe via cenputer simu- 
lation.   Moreover, preliminary measurement data (time 
delay measurements, degree of alternate routing, etc.), 
collected by Cble4   on the AFPA network, indicates gen- 
eral agreement with our Simulation results.   We are now 
in a position to oonpare our analytic and simulation 
models with real network perfortnanoe data. 

We have demonstrated that fixed routing procedures 
perform most effectively from among our many cenpeurisens; 
however, such procedures cannot adapt to variations in 
network traffic and topology.   The adaptability of our 
distributed stochastic algorithms provides efficient 
performance under sudi variations and appears .as strong 
candidates for use in store-and-forward oonputer-ocm- 
munioatlon nets. 
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VDDMJ BICOUNG m IARGE NETODRKS* 

by Jack F. Zeigler and LeonarO Kleiraodc 

Computer Science Department 
Iftiiversity of California, LOR Angeles, Olifotnia 

A thooretical study is given for store-and-forwaid 
aaimunication networks in which the nodes have finite 
storage capacity for messages,   A node is "blocked" 
when its storage is filled, otherwise it is "free."   A 
two-state Markov model is proposed for each node, and 
the nurbcr of blocked nodes in the network is shown also 
to have a two-state Markov process representation. 
Digital cenputer simulations substantiate the theoreti- 
cal results. 

INTHUUCTION 

Consider a store-end-forward oomumication network 
(e.g., see Hefs. 1-5) oonsisting of nodes having finite 
storage space for messages.   During periods of high 
traffic intensity this storage can be expected to fill 
from time to time.   In this condition the node must re- 
fuse inconing messages (which might be aoconpliahed by 
sending negative acknowledgments) and we then say that 
the node is "blocked." 

As soon as one message is transmitted by a blocked 
node, it beocmes a "free" node.   It ranains in this 
state as long as there is at least one anpty space in 
storage that could be used by an arriving message. 
Mien the storage fills again, the node re-enters the 
blocked state. 

TOE MODEL 

Figure 1 shcMs a simplified model of such a nods in 
the terminology of the ABPA netMork*--5. The Interface 
Message Processor (IMP), when free, accepts messages 
into its main storage fron two sources: (1) other 
IMFs like itself, and (2) a HOST which generates and 
receives messages (as a soi'rce and terminal) and com- 
municates with the rest of the network by means of the 
IMP. Message bits are sent in parallel to the message 
buffer serving the appropriate output line, as deter- 
mined by the final destination of the message, and are 
then transmitted serially to that neighbor. Any of 
these output lines can become blocked, thus preventing 
their use. 

In tliis paper we study nodal blocking caused by the 
finite storage roan for messages in the DP ard the 
o/erutilization of the systan. By overutilization, we 
mean that when the node is accepting messages, its aver- 
age arrival rate equals or exceeds its average service 
rate (which is the total output channel capacity divided 
by the average message length). Elementary queueing 
therjry6 shows that if (1) the system is underutilized, 
and (2) there is storage space for approximately twenty 
messages or more, then under fairly general conditions 
there will be essentially no blocking. 

Nodal blocking is a transient effect which should oc- 
cur only at peak hours during the day in a well-designed 
systan, but once started it could propagate in both 
space and time. Hhe analysis of this propagation is 

*lhis work was supported in part by the Advanced Re- 
search Projects Agency of thl Department of Defense 
(DftHC-15-69-C-0285) and a National Science Fouidation 
Traineeship. 
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difficult tar at least three reasons. First, it involves 
netMarka r.i queues, for which only stationary results at 
best can generally be obtained.   Second, the pertinent 
stochastic processes are dependent, for if a node beconcs 
blocked, it cannot accept messages fron its neighbors 
and their storage will tend to fill at a faster rate. 
Finally, it is a transient queueing problem and even the 
simplest of these is very difficult to solve.    (For exan- 
ple, the queueing systan with Martovian arrivals, a 
•ingle exponential server, and unlimited waiting room has 
modified Bessel functions in its time dependent solution6.) 

Since we cannot solve the problem exactly, our goal is 
to make good approximations that allow us to analyse the 
systan and characterize its blocking behavior in sane vay. 
To this end we make the following assumptions: 

1. Die HOST cannot becone blocked (ft is an infinite 
■ink) 

2.a. Input traffic fron the HOST is Poisson 

b. Traffic on all lines has the sane average rate 
■o that total average traffic into each node 
is   o   messages/sec. 

3.a. Message lengths are exponentially distributed 
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b. Service (trananlssicii) time on any lin is 
therefore exponentially distributed such 
that for a node with k blocked neighbors, 
the rate at which messages exit fron that 

fltl node is u   messages/sec. 

4. Prcbability of an enpty queue in the IMP is 
appiaxinatcly zero (since the systan is assuned 
to be overutilized) 

ANALYSIS WD RESULTS 

Under these assinptions we arrive at a simplified 
blocking model for a node in the network, and its de- 
scription as a two-state Markov process is given in 
Figure 2. If the node is blocked, i.e., in state b. 

and, by the assurption of exponential message lengths, 
the departure process fron cadi output line constitutes 
a Poisson stream when that neighbor is not blocked. 

(k) „ 5-Ic (0) k - 0,1, (3) 

.(0) where u   is a given system paraneter and represents 
the maxirmm message departure rate fron a node. This 
set of nmbers is merely an illustration; any cctnbina- 
tion can be treated fay this model. These results show 
that we can approximate the time spent in the blocked 
state as being exponentially distributed with paraneter 

The tine spent in the tree state, however, is distri- 
buted as the busy period in a queueing systan with finite 
queueing icon far custaners, as we now show. Consider 
the state transition diagram or Markov chain model for 
our single node qu jing systan shown in Figure 3a. 

„(kl 

Figur« 2.  Blockinf MaM for <n Imp 

o]   |i|   |t|   [3j ^-n   ( H 

It II ll It ß it. 

a)  QUEUE STATE TRANSITIONS 

it beoones free in the next instant of time   At   with 
probability   y'^'At   where   k   is the rurttoer of blocked 
neighbors it is experiencing at that time.   Similarly, 
if the node is free, i.e., in state   f,    it beoones 
blocked in the next instant of time   At   with probabil- 
ity   X^'At   where   k   is again the number of blocked 
neighbors. 

Below we show the appropriateness of this model. 
First, we require the Laplace transform of the inter- 
departure time probability density   = D(s).    for any 
node let   p = Pr[non-anpty node] and let the Laplace 
transform ->f the probability density of the interarrival 
time pnMM* be   A(s).   Because we have assuned that the 
service time is exponential with paraneter   u w,   we 
know that the Taplaoe transform of the departure process, 
conditioned on ? non-empty systan is   w'^Vt + U^'). 
Therefore, 

D(s) JJH 
(k) 

s + w TO" + (1 - p)A(s) —ü 
00 

s + y TKT 

By assumption (4) we have p 

.*. D(s) » — 

' 1 

.00 

■ + p w 

(1) 

(2) 

which says that the departure process is a Poisson 
streon. 

We have assuned that the traffic on all lines has 
the sane average rate. If, for exanple, every node has 
exactly four neighbors and one HOST, then there are five 
output linos fron each node. All of these lines are 
equivalent (except that the HOST cannot become blocked) 

-Ul      Jkl JM .IW Jkl Jkl 

0 )     111     I 2 I     (3) {N-lJ     C W 

«r or (T or «r o- 

b)   DUAL QUEUE STATE TRANSITIONS 

Figur« 3 

The numbers inside the circles represent the nunber of 
custaners in the node. Custaners arrive in a Poisson 
fashion with parameter o, and depart after receiving 
service (exponentially distributed with an average of 
1/w seconds). A busy period begins when a custaner ar- 
rives to find an otpty systan (at which time he inmedi- 
ately enters the service facility). Custaners arriving 
during his service time form a queue behind him. With 
each arrival the systan moves to the right along the 
state transition diagram, because the nunber in the sys- 
tan is increased fay one, and with each service oanple- 
tion, i.e., departure, it moves to the left. The busy 
period eras the first time the systan goes aipty after 
initiation of the busy period. 

We now consider a dual queue in which the roles of 
service and arrival are reversed, and the nunbers inside 
the circles now represent the nunber of enpty places in 
storage that could be used fay arriving messages (see 
Figure 3b). The free period cf the IMP begins with the 
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departure of a message fron a previously filled system, 
i.e., no empty places for arriving messages.   With the 
transmission (departure) the system moves ftan state 0 
to state 1.   It ocntinues to move to the right with each 
trananiusion and to the left with each arrival.   "The 
free period ends the first time the systen returns to 
the 0 state.   "Hie correspondence betveen the primal and 
dual queues is perfect; thus any results obtained for 
the busy period in the primal system are applicable to 
the dual queue free period in the W simply by substi- 
tuting   yfc)    for  o   and   a   for   u- 

The busy period for a finite qisueing roan systan is 
difficult to obtain, but the result for unlimited queue- 
ing roan is well known.   The probability density of the 
length   t  of the busy period in such a systan is 

Let P^ft) ■ P[k neighbors blocked at time U (8) 

and let   p(t) = P[node blocked at time t] (9) 

Then, fron elonentazy considerations, we have (correct 
to within   0(At)) 

4 4 
P(bfat) ■= (i-p(t) T pk(t)x(k,At+ p{t)(i-rpk(t)p(k,At) 

k=0 j£b 

where fron Bj.  (3)    vlk) - ü(0) - (K/5)M(0) 

and fron Eq.  (6)    X 

for   a>M(0). 

(k) -u00 a - w(0) ♦ (V5)y(0) 

p(t)-Xe-(04li,t 1,(^^1) 
t/p A 

(4) 

where   p,   the utilization factor = (a/y) < 1   and 
I, (x)    is the modified Bessel function of the first 
kind, of order one'.   If the size of the queuelng room 
Is greater than 20, the solution for unlimited queueing 
room is a good approximate solution to the limited queue- 
ing roan problem.    (Ulis follows since we have assuned 
P[anpty IMP] ■■ 0.   But the Pfempty IMP] corresponds to 
the probability of being in state N(i.e., all N spaces 
axe anpty) in Figure 3b, and thus an increase in N will 
not seriously affect our results.)    Since we have as- 
suned overutilization, we have   (u^O'/o) < i,   and we 
are justified in substituting this (or   v^'/a)    for p. 
thus wa get the following for the probability density of 
the length   t  of the time «pent in the free state: 

We also note that 

j(k) +   u(k) . (10) 

Bros,   p(t+At)-p(t) 
at (1 p(t))5:pk(t)x0c) 

p(t) '*{$■ 

»M/a 

-(»h*w)t i^it/HF*) (5) 

As the ratio   v    /a   approaches   0, i.e., as the systan 
becomes more overutilized, this density approaches that 
of the exponential distribution.   To arrive at a more 
tractable model, we approximate the free period distri- 
bution by the exponential distribution having the same 
mean value.   The mean value of the busy period in the 
original system is easy to obtain, and is given by 
lAi(l-p)  .   therefore, as an approximation to the free 
ppriod in the IMP, we take an exponential distribution 
with mean value l/(o-ii(k'), i.e., with a parameter. 

,0c) 

(0) 

(6) 

-p(t)£pk(t)P(k) 

k-O 

Letting   At   approach   0,   we have 

^--P(t)£pk(t)(x 
kpO 

--op{t)EpK(t) 
m 

oo,, 

4   i 

,00, y;pk(t)x(k> 

k-0 

(t)(o 

■ -op(t) + o - y (0) 

^ 

.(0) 

(t) 

k 
5 

(0), 

(U) 

Ohls can be simplified by noting that 

E[nmber of blocked neighbors at time t] ■ y;kPk(t) (12) 
k<0 

For the marginal case,   a = y 
theory^ shows that we must take 

elanentary queuelng      where   E   denotes expectation. 

Define the indicator function 

,(0) ma Car a .(0) (7) 

where   N   is the size of the storage capacity in the 
IMP. 

fn(t) 1 if node n is blocked at time t 
0 otherwise 

Now let 

Our model for the blocking IMP is thus a two-state 
Markov process or, in the language of renewal theory, 
an alternating Poisson renewal process".   One way to 
describe the dynamics of a network of such nodes is to 
examine the probability that any given node is blocked 
at sane time   t.   OonsJ der a node with four neighbors 
numbered 1 to 4i 

x2 

*4 

then 

pn(t) » P(node n is blocked at time t| 

Etfo(t)l - pn(t) 

Further, fron Bq.  (12), we hove that 

rkP^t) -E(53fo(t)) 
k-0 ncN 

EE{fh(t)) 
nett 

(13) 

(14) 
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.(0), 
whe. e N is the set of neighbors for this node (of which (0) 
ther* on four). Pran Eqs. (13) and (14) we get       p^(t + At) = p^(t) d - ^ At) + (1 - F^(t)) (o - iiig')At 

IjkPNt) -p^« + p2(t) ♦ pja) ♦ p4(t)      as)       ... !!fb!ü.. .^{t)(0 ,ivl0)) + {0 - .«») 

Finally, fron Eqs. (11) and (15) we have the result 

(0) -op(t) + a - w 

+ V"^'*11 + p2(t) + p3(t) + pi{t))      (16, 

This relation on also be derived fron epideniology by 
considering nodal blocking as a deterministic epidonic 
without migration and with but two kinds of individuals, 
infected and susceptible'. 

Adjacent nodes have nearly equal probabilities of 
being blocked. Consider the case when all of these 
probabilities arc exactly equal (as an approximation). 
Then from Bq. (16) 

-op(t) + a y(0)
+|M(0)P(t) 

^(t) Hm 
.(0) 

a - V« 

.««4^t .(0) 

|u(0) 

(18) 

This is the same as Bq.  (17) which was obtained for the 
probability that a node is blocked at time ti   In a 
large hemogenaous systan the fraction of blocked nodes 
may be closely approdmated by the probability that any 
one of than is blocked.   Therefore, the fraction of 
blocked nodes at time   t   in a large unitormly oonnected 
(i.e., ttro-diiiwnsional lattice) network is approKlinatcly 
equal to~the probability that the too-state Markov proress 
shown in Figure 4 is in the blocked state at time   t. 
Thus we may take this too-state Markov process as a model 
for the network. ———   ~   - —— 

--to-Jw^ipW + ff-n« 

Wiich has the solution 

So far we have presented only aggregate results.   To 
obtain the probability that airy given node in the network 
is blocked at time   t  ws must consider a systan of equa- 
tions of the form 

p(t) - P(0) - 
.u<0) 

T^fF e *       4..(0) 
.(0) 

(17) 

-at- opi{t) + 0 .y(0) 

.(0) 
+ *£- (Pjtt) + pk(t) + p1{t) + tj^Ct)) 

Now ccnaider the alternating Foisson renewal process  for each node i in the nstuotk with neighbors j, k, I, 
shown in Figure 4. There are two states, called (B) and and m. These equations are obviously of the form 

P(t) -AP(t) + C (19) 

.(«) If there are n nofas in the net, then P(t) is the 
n x 1 matrix whose i -" oarponent is the probability that 
node i is blocked at time t. A is an n x n constant 
matrix and C is an n x 1 constant matrix. The solu- 
tion is well known: 

P(t) ei**«)) + A"1(eAfc ~ DC (20) 

For a snail net this solution poses no difficulty, but 
for a large one the required matrix confutations rapidly 
get out of hand.   There are sons special cases which are 
solvable, however, and we obtain the solution for one of 
these below. 

free (F).   If the systan is in the blocked state at 
time t, it goes free in the next instant of time   At 
with probability (u(0V5)At.   In similar fashion, the 
probability that it leaves the free state and re-enters 
the blocked state is    (a - u(0')At.   Therefore, the 
probability that it is in the blacked state at time 
t + At   is 

Consider a netonrk consisting of 1024 nodes arranged 
In a 32 x 32 grid.   For this systan the matrix A is 1024 
x 1024 and takes the following form: 

9* 

DA 
ADA 

ADA 

O 

O 

ADA 

AD 

(21) 



«here 0 = 

ab 
b a b 

b ab 

O 

0 

b a b 
b a 

(.22) 

n x n 

and A - bl. 

.(C) 

(23) 

where   a « -o,   b » ^—,   and   In   is the 

n x n   Identity matrix (25) 
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This observation holds for a square grid with any msnber 
of nodes   n   on a side.    (See the Appendix for the ccm- 
pletc solution for   P(t)    for arbitrary   n.)   Wirs case 
of n = 1024 was simulated and is described in the follow- 
ing section. 

SIMUIATTCW FESW.TS 

Simulation of a network of 1024 nodes employing the 
ttirkovian inter-evcnt time assumption substantiates the 
approximations described in the theoretical results 
abova.   IV» different simulation programs have been run 
on the UCIA XDS Sigtna-7 ocnputer.*   The first was for a 
netMork arranged in a square grid 32 x 32.   Each node Is 
connected to its four nearest neighbors (a lattice) ex- 
cept in the case of nodes along the border which have 
only three nearest neighbors (or two nearest neighbors 
in the case of the four corner nodes).   When a node 
changes state, new event times are chosen for it and for 
all of its nearest neighbors based on the new nmber of 
blocked neighbors,   the manoryless property of the expo- 
nential distribution simplifies the calculations. 

The second prugran simulated a randomly connected 
graph in which each node was given exactly four neigh- 
bors, i 

Conpacison of the two-state Markov process mojel and 
the simulation results for the lattice and the random 
graph are shewn in Figure 5 for one set of parameters 
o   and   ti*0'   starting fron a net that is ooiplctely 
blocked.   Figure 6 shows the results when the network 
begins with all of its nodes in the free state.   In 
Figure 7 results are cenpared for the model and the two- 
dimensional integer lattice in which each node is as- 
sunsd to have eight neighbors.   This was aocoiplishad 
by extending the nearest neighbor definition to Include 
nodes vfticfa are diagonally adjacent.   The results in 
Bq.  (18) are extended in the obvious way.   Figure 8 com- 
pares simulation results on the lattice of degree four, 
«hen a free node with   k   blocked neighbors is consider- 
ered k-fourths blocked, to the predicted trajectory based 
on a non-linoar "partial blocking" model.   The agreement 
with the stimulations is generally good, and the model is 
sufficiently general to treat a variety of cases. 

OQWCLOSI0MS 

Two new models that may have application to store- 
and-forward ocmnunicatlon networks are presented in this 
paper.   The probabilistic model for nodal blocking due 
to finite storage space is shown in Figure 2. The secord 
model, and the main result of this work, is that the 
fraction of blocked nodes in a network of such nodes has 

io 

*During simulation the net activity was displayed on 
• Digital Equipnent Corporation 340 Precisian Display CRT. 
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Eq.  (18)).   Figures 5-8 verify that the network model 
ocrfkcirts veil with results obtained from the simulation 
of a network of tioo-stacc Kirkovian nodes in which the 
time spent in either state is a function only of the 
aiate and the nuifcer of blocked neighbors.   Fixtally, the 
model is sufficiently yeneral to treat a variety of net- 
work configurations and paraneters. 
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It is easy to verify that the normalized solutions are 

x^ » <-i)n'k  slnJSSL 
F+T n+1 

\ so that the (i, j) element of   e0 

and 

where 

v=l 

n 

k DM " L «v1 \i ^ 

.n-k kvtr 

F¥   °* 
Similarly, it is easy to show that the transformaticn 
R*AR («here R* is the transpose of R) where 

^lA ••• ^A ••• \&xi 

R i 

m hnhi ■" ^vih ••• Wn 

with Xg^ *s given 

ffvomne 

Yv   of   D  which We must first find the eigenvalues 
are the solutions of   (D - YI| = 0.   Let* a   stand for 
a - Y   In   Df- we wish to find the zeros of the determi- 
nant of   D.   Expanding by the elements of the top row, 
we note the following recurrence relation for the deter- 
minant   &_   of the n x n   matrix   D: I •                 » "                                                                                                        | 

^ ■ ^-1 " ^»-2 i 

with initial conditions ' A^ « a, Ag ■ 1, A_i > 0.   Fbl- 
lowing Grenander and Szego^we sdbstitute   a = 2b cos 8,    'l*er,B 

assume a solution of the form   AJJ - p",   and solve the 
resulting quadratic in   p.   After satisfying the initial 
conditions the result is sinply 

above reduces   A   to the quasi-diagonal form 

^   0 
»»2   ^ 

o   ^ 
vir 

A   , ui sin(n +1)6 
^ Hini 

which vanishes for   6 ■ vn/nfl        v * 1,2, .., n 

Therefore, the eigenvalues of   D   are 

a - 2b oos J" V » 1,2, .., n 
n+I 

««hich are all distinct.   The eigenvectors are the solu- 
tions C/f 

Since M^ is equal to D with a change of the diagonal 
element, we have that the (k,l) element of the (i,j) 
block of e* is 

:anl 

where 
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In our system   a * -o   and   b - ii^0'/S   so the time 
constants, i.e., the arguments in each of the exponen- 
tials appearing in the solution for   eAt   are of the 
fozn 

•** S 
2^ ^'""nTT+^nTTj 

which takes on its smallest absolute value for 
V{ - v.* ■ n.   Thus the motion of the system is bounded 
by     3 

4 ..(0)  ,«,     f «q, - (o - 1 p^ oos -^j) )t 

The nunber n is the square toot of the rasber of nodes 
in the square lattice. This result shows that as n * » 
the system attains its steady state at a rate 

exp- (o -Jp'0,)t 

which agrees with simulation results for n « 3?. 
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(Preprint o2 1?1? Cor^recs 71^   Ljubljana, Yugoslavia, August 2>28, 1971) 

OPTIMAL FIXED MESSAGE BLOCK SIZE FOR COMPUTER COMMUNICATIONS* 

WESLEY W. ClIU 
Computer Science Department 

University of California, LOB Angeles, USA 

In many computer communication syatcms, random length messages arc partitioned Into fixed 
ah:e blocks for ease in data handling and memory management.   When error detection and rctrans- 
mia.'jion arc used in the error control procedures, there is at least one acknowlcdfpncnt delay asso- 
ciated with each transmitted message block.   Thus,  from an acknowledgment point of view, it is 
desirable to select the larger block size so as to yield the fewer acknowlcdgmcnta per message.   On 
the other hand, the larger message block has a higher error probability and so may result in more 
retransmissions and more acknowledgment delays than the shorter message block size.   Further, 
due to the random length of messages, the last partitioned block usually cannot be entirely filled with 
messages and is filled with dummy Information.    The large block size has a larger amount of such 
wasted channel bandwidth; hence, it is desirable to partition the message into smaller block size. 
Thus there is. a trade-off among acknowledgment delay, message error probability,  and the wasted 
channel bandwidth due to the last unfilled partitioned block.   A mathematical model is developed in 
tills paper to determine the optimal message block size that maximizes channel efficiency.   Using 
tho model, the relationships among acknowledgment time, channel transmission rate, channel error 
characteristics {random error or burst error), average message length, and optimal block size ai'o 
obtained and presented in graphs.   The model and the graphs should be useful as a guide in the 
selection of the optimal fixed message block size for computer-communication systems. 

1.    INTRODUCTION 

To increase utilization of computer capa- 
bility and to share computer resources, re- 
motely located computers and/or terminals may 
be connected with communication IMcs.   Such 
Integrated computer communication systems 
allow many users to economically share data 
bases and computer software systems.   These 
shared computing facilities can greatly increase 
our computing capacity.   In the design and plan- 
ning of such systems, communication problems 
between computers and terminals greatly in- 
fluence system performance (c. g., inquiry- 
response delay) and overall system costs. 
Hence, computer communications become an 
integral part of the overall system design con- 
sa cration.    For example. Asynchronous Time 
Division Multiplexing [1] has been proposed for 
data communication to Increase channel utiliza- 
tion and reduce communication costs.   In this 
puper we address the problem of determining 
tin: optimal fixed message block size to improve 
lOfficioney in data communication systems. 
Kuccra [2], Balkovic and Mucnoh (31, and 

*Thia rcsc-iirch was supported in part by the Advanced Research Projects Agency of the Deportment 
of Defense Contract No. DAIIC 15-G9-C-0285, U.S. Atomic Energy Commission Contract No. AT 
(11-1) Gen - 10, Project 1-1 and U.S. Office of Navoi Research, Research Program Office, Contract 
No. N00014-60-A-0200-4027, NR 048-120. ~"""  

Klrlin [4] have studied the optimal message block 
size for the error detection and retransmission 
system that maximizes transmission efficiency. 
In this paper, we consider an additional impor- 
tant parameter —the average message (tile) 
length —in dctcrmintng the optimal message, 
block size, which significantly effects the 
selection of the optimal message block size. 

For economic and reliability reasons (5, C], 
the error detection and retransmission scheme 
is used by many data communication systems. 
Using this error control technique, encoding 
and decoding circuits usually arc required to 
operate on the message information to proccsti 
redundant data.   The receiving end checks the 
received message (together with the redundant 
data) and then generates an acknowledgment 
signal for the sender to indicate whether the 
message is correctly received.    If the message 
is correctly received (positive acknowledg- 
ment), then the sender Is permitted to send a 
new message.   If the mesr. .;c iu incorrectiy 
received (negative acknowledgment), then the 
sender retransmits the same message, until a 
positive acknowledgment of that meaeage is 
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received by tiic sender. 
Tiic nicsü.-if.'u outputo from a computer arc 

uuuaUy In «trin^'.i of charcvctcra or hursts. The 
mcHi'anc lentil» may bo ciii'iVrcnt from one to 
anotl.cr and can best bo ..    cribcci by ft proba- 
bility dlKlributlon.   For ca;;o in data handling 
and memory management, the random mCNSagO 
length la usuaUy partitioned Into several fixed 
Hlzc blocks.   Dufc to the random lenj^h of tiio 
ntcannßo, the last partitioned block usually can- 
not be entirely filled by the messaßo and is 
filled with dummy information.    From the ack- 
nowledgment point of view, it is desirable to 
«elect the largest possible block size.   Since 
each messa/jo block requires at least one ack- 
nowledgment BtgntX, the fewer the number of 
blocks needed for a mcasagc, the less the chan- 
nel capacity required for acknowledgments. On 
the olhor hand, since the larger message block 
lias a higher probability of error and also has a 
hichor channel wastaße due to the last unfilled 
partitioned block, it is desirable to select the 
smallest possible block size.   Thus there is a 
tradeoff in selecting the optimal block size. The 
basic problem is:  suppose the average message 
length, the message length distribution, the 
channel error characteristics, block overhead, 
and the acknowledgment overhaad are known. 
What is the optimal message block size that mini- 
mizes the time wasted in acknowledgments, 
retransmissions« and the last unfilled block? 

A mathematical model is developed in this 
paper to treat this problem.    The model con- 
siders two types oi error channels:   1) Random 
error channel; that ia,    »c errors are generated 
in a statistically indepondont fashion and the 
error rate can be approximated as a linear 
function of the block size, and 2)   Burst error 
channel; that is, the errors are generated in a 
statistically dependent fashion such as the noise 
produced by radio static or switching transients, 
and the error rate is a nonlinear function of 
block size.   In general, error characteristics 
can be obtained only from actual measurements 
[7). For a given average channel error rate, 
the performance of the burst error channel is, 
in general, better than that of the random 
error channel (0].   Using our mathematical 
model, the relationships among message 
length (assuming the messages are Tjeometri- 
cally distributed), transmission rate, acknowl- 
edgment overhead, block overhead, and optimal 
block size arc obtained and poitraycd in graphs. 
These graphs and the model should be useful as 
a guide or tool in selecting optimal message 
block olz'c for planning computer-communica- 
tion systems. 

2. ANALYSIS 

The message length, L,  la a random 
variable and can be described by a probability 
distribution Pjji) with avcrane IcnjTth J  char- 
acters per mess.ifjc.   When Die mcasagc is par- 
titioned into a fixed size block of D characters 
per block, the expected number of blocks per 
message is equal to 

<o 
N(B) -  5Vpi {(n-^B^5*»»}   ,2-1,2,..   (1) 

n-1 

The structure of a fixed message block 
consists of an address, b^, in the front of the 
message block and a checking code, b2, after 
the message block, as shown in Figure 1. 

I   B ■ FIXED SIZE MESSAGE SLOCK 
i 

:    b, ■ ADDRESS 

bz' CHECK BITS 
i 
;   b • b, ♦ b2 • BLOCK OVERHEAD 

Fig. 1.   Data Structure of a Fixed Size Message 
Block. 

The overhead of such a block is then equal to 
■ b «» bi +b2 characters. *  Thus, for a message 
block size of B characters, «he whole block 
length is equal to B + b characters.   Let E(B+b) 
be the probability that a block of B +b charac- 
ters (a message block of B characters with a 
block overhead b characters) transmitted over 
a channel will have at least one error.   Wo 
know that E(B+b) is dependent on both the error 
characteristics of the channel and the whole 
block size B +b.   Clearly, a larger value of 
B+b and/or a noiser transmission channel 
yields a higher value of E(B +b).   When error 
detection and retransmission are used for error 
control, there is a certain amount of acknow- 
ledgment delay. A, associated with each mes- 
Isago block.   In a half duplex transmission mode, 
the acknowledgment delay should also include the 
modem turn-around tunes if modems are used    . 
'in the channel.   Thus, the expected acknow.T 
lodgment overhead for a message block 

;*We assume the units of characters for consist- 
'ency and allow the reader to insert the number 
I of bits per character to fit his implementation. 
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tr.-m.'.mlttcd over .1 channel la equal to the first 
acknowlcd/^ncnt tlinc plu« the expected retrans- 
mission time and rcacknowlccl(,tnci)t time. 
ABsammlnfj tliat the probability of error of each 
message block during tivinsmlüslon Is Independ- 
ent of transmission or rcii'ansmlsslon, then 
maihcmatlc.illy the expected acknowledgment 
overhead for a message block of size D (or 
whole b?ock size B+b) on a channel with a trans- 
mission rate 11 character/sec is 

Ä(B + b)-A+ £ fffiO+b)?'(A 
1"1L J '*?) (2) 

The expected wasted time due to acknow- 
ledgement and retransmission In transmitting a 
message In fixed sized blocks, Wx(D), Is equal 
to the expected number of blocks (of size B+b) 
per message multiplied by the expected acknow- 
ledgment overhead of each block.   Thus, 

Wjte) N(B)' Ä{B+b) 

•N(B)-JA + E^B-H,)]1. (A+ ^)|     (3) 

Since 0 S E(B-fb) S 1, B>0, and b > 0, 

Xl^B+b)]1 

i-1 

E(P+b) 
i-ECiT+by 

Substituting (4) into (3) yields 

E(B+b) 
W.(B)fN(B)' (A + l-E(B+b) (-¥)) 

(4) 

(5) 

The expected wasted time due to block over* 
head and the last unfilled pai-titioned block in 
transmitting a message in fixed sized blocks, 
WqfB), is equal to the difference between the 
time to transmit the blocked message and the 
unblocked message. 

Thus 

W2(B) N(B) B+b 
R 

i+b» 
R (6) 

where b1 is the overhead for the unblocked 
message. 

The total expected wasted time to transmit 
a message in blocks, W(B}, Is equal to the sum 
of (S) and (G).   Thus 

VV(B)..MB).(X + f|^ 
B-t-b^    2+b' 

R    J      R 

(^¥) 
(7) 

Wc wish to find the optimal block size B   that 
minimizes (7);' that is. 

W(B0) nün< 
B 

E(n+b) 
{N(n)'[A-T--K(^ 

■ B+b]    J + bM 
R J'^PTf 

/A   B+b\ 

(0 

Let us assume that the message length is 
geometrically distributed;* thaLls,  Pjji;) «■ 
pq^"1,  Z"!, 2, 3,..., withaveragc tncaB^e-... ■. 
length J " p"1 and where p + q ■ 1.    The average 
number of blocks per message in this case con 
be computed Trom (1) and is equal to 

•o 

N(B) •   En' PLiin"1)B<i-nB}       i"1.2,... 
n«=X        ■*""s . ;■       

CO 

n-l 

E" 
n-l 

h pq 
i-(n-l)B+l 

d -qB) ifr1 

(1 q ) (9) 
Substituting (0) Into (7), we have 

* • 
1 To minimize W(B), wo take the derivative of 
;(10) and set it equal to zero, 

' mW   .0 
ÖB ' 

or 

(q -1)|AR+V+ArJiHsaj+Ejl 

[• ■ u + ^l in q « 0 (ID 

i where E1 (B+b) is the first derivation of E(B+b). 
It can be shown that the second derivative 

■of W(B) (Eq. (10)) with respect to B that satis- 
fies (11) Is positive.    ITcncc, solution of (11) 
yields the minimum W(B).   Due to the complex- 
ity of (11), a closed form solution of B0 cannot 
be obtained,   Tims, numerical techniques are 

. used to solve (11) for B . 
Let us study the behavior of Equation (11) 

and denote ' 

♦Measurements collected from several time 
sharing systems revealed that the message 
length output from these computers can be ap- 
proximated by a geometrical distribution [9]. 
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nn'i 

Y(B) 1 •♦■ 
B +b 

All • Xnq 

thuö 
X(B) - y(B) ■ 0 (12) 

Firb-i, let us evaluate X{B) and Y(B) at 
B - 0. 

X(B) B-0 

andY{r;)|BB0.[l+^] Unql OSqSl 

Thus, y(0) 2 X(0).  Further, if the slope of 
X(a) la greater than the slope of y(B) for all 
Bi: 0, then X(B) intersects Y(B) at äome B, 
0 < B <«, as shown in Figure 2.   This Implies 

xial 
viol 1                                            Kl0> / 

• 

/ 

/v«)- 

s             I 

a (CHARACTtnSI 

mg. 2. $%& > £&& and Y(o) > x(o) 

that \V(B) is a convex function of B.    Hence, 
tiio optimal block cixc B located by the numcr- 
Ic.-vl tccluilquc attains a global optimal. 

Next, differentiating X(B) and Y(B) with 
respect to B, wo have 

MliB/„-ß i\J   1      EMB-*-b) 
UB        Vq       ^JAU"  l-E{B+bf 

, /'1 + l^b\[l-E(R-tb)lE"(B-tb)-i-[E'(Bib)l2 

V     ^^ ll-E(B^)l2 

d.:(n)._B_+b_|inqI ^ 
dB AR 

where E"(B +b) is tlvo accond derivative of 
E{B+b). 

Since the error probability inorcasos as 
B incrcaaea, E'{B+b)a 0.   Also since 
0 < E(B+b)s 1, the accond term of (13) Is 

greater than ^jp- •    l^irthcr,' If E"(B+b) £ 0, 

then the first tci-m of (13) is positive.   Thus, 

Therefore, 
dX{H) > 

dB ^I6r.u0. 
E"(n +b) > 0 la zeufficicnt condition to assure 
the convexity of W(B).    The physical meaning 
of E'HB + b)^ 0 Implies that E(B+b) is a convex 
function of B +b.   Comparing Equations (13) 
and (14), wo know that even if E"(3 +b) < 0 for 

some B, ^fi^L * ^j~ mlght 8UU bo eatisflcd. 

TJierefore, E"(B+b) 2 0 is not a necessary 
condition for convexity of \V(B). 

In the following we shall analyze the 
optimal message block size for two types of 
error channels:  random error channel and 
burst error channel. 

Random Error Channel 

For a random error channel, the prob- 
ability that a block of B +b characters trans- 
mitted over a channel will have at least one 
error is 

E(B+b)-l -(l-K)B+b, . 

- 1 -   I- (B+b)K+ (B-rt))(B+b^l)K 
21 

(B-ri>)(B+b-l)(B-rt)-2) ,„3 ...."] 
31 R   T      J <15) 

', where K equals average channel character 
! error rate.   For most practical «ysteins, 
i(B+b)'K«l (e.g., (B+b)K» 1000-lO"4-0.1). 
i Hence, (IS) can be approximated as 

E(B + b) 4 (B + b)K (10 

I which is linearly proportional to the total block 
| size B+b.    Physically (IG) implies that E(B+b) 
! Is approximately equal to the expected number 
of error characters In the block during trans- 
mission.   The first and second derivatives of 
E(B+b) equal to E« (B+b)»K and K"(B+b) ■ 0. 

To determine the optimal message block 
size, we substitute E(B+b) =K(B+b) and 
E« (B+b) ■ K Into (11).   We have 

(17) 
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Since K"(n+b) ■ 0,  W(n) la a convex 
function of n.   Based on the values of tlic prod- 
uct of ackiiowlcdßincnt drlay mid tranumlusion 
rate AK, K, and J»(l-q)"l

# the Newton- 
Hapluon' s Iterative Method (10] can be used to 
aolvo (17) for the optimal average block si/.c D0. 
Til« iteration iü terminated when tue Improve- 
ment on \V(1)) from each new 13 is lesa tha:i 10"'^ 
second» and tiic difference between the value of 
new B and its previous B is less than 0. 1 char- 
acters.    The optimal messajjc block size for 
selected ranges of AR, K, J, and b are por- 
trayed In Figure 3. 

10 100 1D0O   MOO 
ACKNOMICOOMENT Of LAV AND TNANMIWON 
HATK f ROOUCT, AR ICHARI 

_.. (3a)   K ■ 10 \  b ■ 0 

i 
0,0« 

10' ■ 

10 

k-0 ?• «000 CHAR 
"       EIUI-KO 0 ̂ - Jsono 
t          «.10* ^^^, , IK» 

«1000 . ^^"^^^^^^^^ «GOO . 
^0^ ̂ ^^^^^^-^ ** -300 

^^^^^^*^^* *^^^^^^^ ^0 -100 

^0^ - 

«Ml 
- 35 
- JS ' 
-If 

•    • 

10 IW 1000 
ACKNOWIEOOMCNT OILAV AND TRANSMISSION 
HAT« PROOUCT, ARWHARI 

(3b)  K ■ 10   , b ■ 0 

10 I 4      •    • 10* > 4      *        t 10' 
ACKNOWUOOMCNT OELAV AND TRANSMISSION 
RATE PRODUCT.     ARICHARI 

i ß 
(3c)   K ■ 10 0, b »* 0 

! ? 
Fig. 3.   Optimal Fixed Message Block Size for 

Random Error Channels when Mcssago 
i Length Is Geometrically Distributed. 

: Burst Error Channel 

In a burst error channel, the error tends 
to duster rather than be evenly distributed 
over the messages.   For example, the noise 
produced by radio static or switching transients 
may cause such burst errors.   Two measured 
burst error channel characteristics [7] are 
shown In Figure 4. 

MESSAGE OLOCK iUi. D « b (CHARS) 
I CHARACUR • 10 BITS 

Fig. 4.   Burst Error Channel Characteristics 
(Alexander -Gryb -Nast) 

105 



lit order to express those curves mathemat- 
Ic.iUy,  (i curve fitting tccl.niquc [10] is udod to 
ivpivjcut K(Utb) na a polynomial.  A i;ooü lit 
with moan of the square errors ■ 0. iäöxlO"^ 
for the 000 bi'.s/sec channel in 

KAXHh) • 0,1'IC 0.1C0llOiil0(B+b)l 

O.Ü45[lot>'10OJHb)l2 (10) 

In the same manner, a good fit with mennü ot 
the nquaro errors - 0.7üxl0"a for the 1,200 
uits/occ channel is 

lio(n+b)--0.145-K). X86tlogi003+b)J-0. 10C[lo£;.0(a-rt>)]2 

•»0. ^Ixlo'Vpir^dl+bl3 + 0. 243jclO'2[log10(B+b)]4 

-0.14Gxl0"'illoc10{ß-tbj;!i + O.ZGCxlO'Voßjod'+b)!6 

^.273x10"Vöt'iofB+ttl7 - 0. 1C2X10'411OC1O("-*))0 J10 

iO.2Mx\0    [loc.filUb)] 0 
10v 

for 200 £ B+b S 2x10   clmrs     (19) 

The (B+b)» s in (10) and (19) arc In ciiarnc- 
ters.    The original measured results arc in 
bits.    Here, for consistency, we represented 
them in characters with a scale of one charac- 
ter equaling ten bits. 

From (10), we know that El
J
,(B+b)> 0,  for 

all B+b.   Thus, the W(B) orE;(B+b) is a convex 
function of B.   From (10), lSj|<B+b) < 0 for some 
B.    Hence, we need to compute and compare its 

~(— and ~J~-.    We find that for the range of 
Uli dB f. 

B of interest, i. e., 0 S B ^ 10   characters, 

<I*M > &M .   Therefore. W(B) for E,(B+b) 
oB dli <i 

is also a convex function of B. 
In the S.-JIIC manner as in the random error 

case, wc substitute (10) into (17) and then (19) 
into (17) and use numerical techniques to solve 
for B0 for each of the transmission rates.  The 
relationship among the optimal block si'/.c, 
average mcauago length, b, and AR's for 
E,(3Hb) and EgfB-tb) arc portrayed in Fig. 5. 

When 
dX03) -. dY(n) arc not satisfied for 

du dB 
some regions of B, numerical results might 
lead to a local optimal. In this case, numer- 
ical search should bo performed in these re- 
gions to locate the local optimala of each 
region.   The global optimal block size B0 can 
then be selected from these local optimale. 

i S 

a 

10' 

U» • §,(•>. H • M CHAKAtC, k • 0 

i    ii i        i    < 

10 100 1000    »00 
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f nooucT. AH 
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♦Note KjdJ-tb) and E2(l>'*b) are represented in 
characters with a scale of one character equals 
ten bits. Should the message not agree with the 
scale as that of E^B+b) and EoCH-tb), the mes- 
sage must be converted into the same scale 
(one character equals ten bits) before using 
4''ig, 5 to determine the optimal block size. 

(5c) E(B+b)-E2(B+b), R-l, 200 bits/sec, bi<0 

Fig. 5.   Optimal Fixed Message Block Size for 
Burst Error Channels when Message 
Length is Geometrically Distributed. 
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3.     DISCUSSION OF RESULTS 

The optimal block ulzc B   for a random   . 
error channel with ccloctcd avurttgo mcasa/jc 
leiißth, block overhead, and AH' s is presented 
la Hg,  3.    Fora specific random error chan- 
nel, the optimal block size Increases with the 
AH.   Tin's afirccs with our Intuition, 1. e., if A 
and/or U is increasing, (note, A Is Inticpondcnt 
of 1<), then wo should partition the jnoasago 
into larger blocks so as to reduce the number 
of blocks per message,    - 

l'"or a given AH and average message 
length, the optimal block size is larger for a 
smaller error pile channel than for a larger 
error rate channel. 

For a burst error channel, we approxi- 
mated Its error charactcriotice by a poly- 
nomial.   In the same manner as In the random 
error channel case,  we substituted EjOHb) and 
EgdHb), rocpectivcly, into (17) and numerically 
solved for the optimal message block size. The 
D0" a for selected average message lengths and- 
selected AR' s of ISjOHb) and li^B+b) arc pre- 
sented in Fig. 5.   For small AR values, the 
behavior of 0° is similar to that of a low error 
rate random error channel.   For large AR 
values, the behavior of B0 is similar to that of 
a high error rate random error channel.   This 
phenomena is due mainly to the fact that the 
burst error characteristics have a nonlinear 
effect with block size. 

The W(B) for a random ci'ror channel Is 
always a convex function.    The WfB)' s for a 
burst error channel with error characteristics 
E1(B+b) and E2(B+b) arc also convex functions. 
In general, however, the W(B) for a burst error 
channel is not necessarily a convex function.   A 
few typical W(B)r8 are shown In Fig. 6. 

200     400      (00      C00     1000    1200    1400    1C00    WOO   MOO 
I, f IXtO MCtSAOi SLOCK SIZC iCHAnACTCRSt 

Fig. 6.   Several Typical W(B) vs B 

We noted that the \V(ü)'a are rather insensitive 
around B0.    For a ßiven ~   All. and channel 
error characteristic, the \V(B) increases as the 
block overhead b increases as shown in Fig. 7. 

TOO 

too 

too 

400 

S    MO 
g 
i  MO - 

-r -r 

o. 

(• 1000 CHAR, AR • TOOCKAfl 

R •bOOOCHAR/tIC , llttl* M. K • 10'" 

• I 
WO      400     M9      (00     1000    1200    1400    1(00    1(00    1000 

•, riKCO MltSAM MOCK tUt (CHARACTIRd 

__ Fig. 7.   Effect of W(B) with Bldfck Overhead, b. 

From Figures 3c and 5c, wo noted that 
Bo(b^0) Increases as b increases, and the 
amount of difference between Bo(b=0) and 
Bo(b7«0) decreases as AR Increases.   From 
Fig. 6, we noted that the W(B)' s are rather     
insensitive around B0.   Therefore, fbr1 d'systcm 
that has a small block overHcad b, and a large 
AR, then the optimal blcfck size with block over- 

. head is approximately equal to that without block 
overhead, that Is, Bö(b^0) i B0(b ■ 0). 

4. EXAMPLE 

Consider the planning of a computer network 
that consists of many computers  and/or 
terminals.   These computers arc remotely 
located and communicate from each other via 
communication channels.   A wideband channel 
that can transmit 5,000 characters per second 
is used between each pair of computers.    The 
channel has burst error channel characteristics 
similar to E2(B+b) as shown in Fig. 4.   For re- 
liabiliiy in Information transfer, error detection 
and retransmission arc employed in the system. 
Further, the message is partitioned into fixed 
size blocks for case in data liandling and memory 
management.   The block overhead, b, is approx- 
imately equal to ten characters.   The acknow- 
ledgment time for each block is about 40 milli- 
seconds.    The message length of the computer 
output can be approximated as geometrically 
distributed.   Wc vrould like to consider the 
optimal block sizes for:   1) average message 
length equal to SCO characters, and 2) average 
message length equal to 1,000 characters. 
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The acknowlccii^mcat-tran.'jml.s.slon rate 
product 1« equal to AR-'lOxlü^xöxlO^ooO 
charactcra.   Solving Equation (U) nunicricaily, 
wc find the optin\al blocli size for   i = 500 char- 
acters la 37fi characters, imd iroiv. Fifj.  5o, 
tlie optimal block üize for 2 - 1,000 cUai'uctcr« 
in 527 characters^   Comptiring with tlicii- 

eptlnwü block slacu for b " 0, tho dliferoiccs 
between the Do(b»<0) ar.d li^b-ö) are withUi ten 
ohoroeters. 
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OH NOH-BLOCmG SWITCHIHG NETWORKS • 

DAVID G.  CANTOR 

Abstract 

A switching network »jy be informally described 

as a collection of single-pole, single-throw switches 

arranged so as to connect a set of terminals called 

inputs.to another set of terminals called outputs; 

It is non-blocking if, given any set of connectios» 

from some of the inputs to some of the outputs, 

idle input terminal x and idle output terminal y, 

then it is possible to connect x to y without 

disturbing any of the existing connections. Denote 

by (j(a,b) the minimal nuniber of switches necessary 

to connect a inputs to b outputs using a non- 

blocking network. We are interested in studying the 

growth of o^aja'* as a -» ». Results of C. Glos 

show that o<a,a) < C M2 ^lo8 a,log 2' . We show 

that cr(a,a) < 8a(logp a) . 

"This work was support In part by the Advanced Research Projects Agency, 
Department of Defense Contract DAHC-15-69-C-0285. The author would also 
like to thank the National Science Foundation GP #13164 and the Sloan 
Foundation for support while writing this paper. 
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ON NDN-BLOCKHK SWITCHD1G NETWORKS 

DAVID G. CAWTOR* 

1. Introduction. 

A Network N consists of a graph Gj two sets of vertices 

of G, denoted A and B and called, respectively, the (sets of) 
I' 
inputs and outputs; and a set P of paths of G. Each path in F 

connects em input to an output and meets no other inputs or outputs. 

We write N= (G,A,B,P). A state of N is a subset S of P such 

that no two paths in G have a common vertex. A state S defines 

a bljection f. from a subset of A to a subset of B as follows: 

Suppose p e S and p connects x e A to y e B; put fg(x) = y, 

and repeat this for each path in S. We shall say that a path p 

of G is admissible if p e P. If x is a vertex of G we shall 

say that x is busy (in the state S) if x lies on a path p e S; 

otherwise we shall say that x is idle (in the state S). If x 

is an input of G and y is an output of G,    we shall say that x 

has access to y (in the state S) if there exists a path p e P 

connecting x to y and such that S U {p) is a state. 

A network N = (G,A,B,P) may be interpreted as a switching de- 

vice; under this interpretation, the elements of A axe  considered 

as input terminals, the elements of B axe considered as output termi- 

nals, and the edges of G are considered as single-pole, single-throw 
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switches which are normally open. Then a path p, which connects 

x e A to y e B may be thought of as a sequence of switches which, 

when closed, connect x to y. The state S yields a collection of 

switches (all edges on any path in S) which, when closed, connect 

inputs to outputs as described by the function f,,. 

The network N = (G,A,B,P) is said to be non-blocking if 

given any state S of N and idle vertices x e A, y e B, then 

x has access to y in the state S. In terms of the switching 

network interpretation mentioned above, this means that if x and 

y are idle input and output terminals, respectively, then it is 

possible to establish a connection between them without disturbing 

the existing connections. 

Prom now on, all the networks we study will have disjoint in- 

puts and outputs (i.e. A 0 B = 0 ). 

Given positive integers a and b we are interested in find- 

ing those non-blocking networks N = (G,A,B,P) with |A| = a, |B| = b 

for which the number of edges of G is minimal. We shall denote this 

number by cT(a,b). In terms of switching networks, this amount to 

finding non-blocking networks using a minimal nuniber of switches. An 

obvious non-blocking network with a inputs and b outputs is the 

network whose graph is the complete bipartite graph on vertex sets A 

and B with |A| = a  and |B| = b. In this graph the set of vertices 
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is A U B and there is an edge connecting each vertex in A to each 

vertex in B. The set P consists of all paths consisting of ex- 

actly one edge. Thus F has ab elements. In the switching net- 

work Interpretation, this amounts to an a by b crossbar switch. 

When the names of the sets A and B are unimportant, we shall de- 

note this network by C .. The network C .  shows that Ka.b) < 'ab ab ^ * ' - 

ab. 

It was Glos [2] who showed that o(N,N) < N  for all large N. 

His methods, which will be described later, show that CT(N,N) < 

c Ife2V(logN).(log2y  ^ wili ghow that ^^  5 Q^^ ^2^ 

We do not attempt to obtain the smallest possible constant multi- 

plier, for it is not clear that the exponent 2 can not be reduced. 

In the opposite direction, an elementary argument shows that 

o(N,N) > C N logp N, and nothing stronger is known. 

The author would like to acknowledge many stimulating dis- 

cussions with Professors B. Gordon and C. B. Tompkihs. 

2. Constructions. 
MMMMMMMMM*MI^W 

We shall say that networks N = (G,A,B,P) and N1 = (GSASB',?') 

are isomorphic (or equivalent) if there exists a graph isomorphism 

li of G onto G' such that ji(A) = A1, n(B) = B«, and |i(P) = P1. 

It is clear that the property of being non-blocking is preserved under 

isomorphism. 
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If N = (G,A,B,P) is a network, we define its transpose N' to 

be the network N' = (G,B,A,P); clearly N" = N. 

If G is a graph and C Is a set, we define the graph G x C 

to be the graph whose vertices are the ordered pairs (x,c) with x 

a vertex of G and c €. C;    ((x^c ^(x^c )) is an edge of G X C if 

c = c  and (x ,x ) is an edge of G. If p is a path in G whose 

vertices, in order, are x ,x ,...,x  then by p X c we mean the path in 

G X C whose vertices are (x0,c),(x. ,c),...,(x ,c). The product C x G 

is defined similarly. 

Now suppose L. = (G.,A.,B.,P ) (i = 1 or 2) axe networks; 

we are going to define the network product lu x L . We shall denote 

this product by N = (H,C,D,Q). Put C = A X A  and D = B X B2. 

The graph H is obtained from the two graphs G- x A  and B1 x G     by 

identifying the vertices in B1 x Ap, which appear in both graphs. All 

admissable paths q e Q of N are obtained as follows: Let p. e P. 

be an admissible path connecting ' x. e A. to y^e B. (i = 1 or 2). 

Then p1 x x2 ends in the vertex (y ,x2) which is the first vertex 

of y1 x p2. The path q = ta ,p2) is defined to be the path obtained 

from the paths p x x2 and y x pp by concatenating them and 

identifying the common vertex (y1,x2). Note that this maps P. x P2 

onto Q. 

In the switching network interpretation this construction amounts 
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to taking |A2I copies of L  and IBJ copies of L ,    and con- 

necting the outputs of each of the copies of L.. to the inputs of 

all of the copies of L0 (see Diagram l). 

Let a1,b ,c.,d denote, respectively, the cardinalities of 

A. ,B. ,C,D, and let g.,h denote, respectively the number of edges 

of G. and H. The following relationship between two by two ma- 

trices is easily verified 

(i)    T10)(a2 0) - r 0) • V 6-L  b1 
/ ^ g2  b2 /      ^ h  d / 

If L  is isomorphic to ML and L? is isomorphic to M 

it is easy to verify that L.. X L  is isomorphic to tlx M . 

Furthermore (^ x L )• = L • x L'. Finally, we have associativity: 

(1^ x L2) X L= L x (L2 x Lj; we will usually write simply 

1^ x L2 X L_. We will abbreviate the k-fold product 

L x L X • • • x L  by Lk. 

We also define a triple product of the three networks 

^ = (Gi,Ai,Bi,Pi) (i = 1,2,3) when JBJJ-IAJ. Let T be a 

bijection from A, onto B1; the triple product of L^L^L, de- 

pends upon the choice of T and will be denoted by [L^L ,1^] . 

(in many cases L, will be L' and in such cases we will choose T 

to be the identity map. In any case those properties of the triple 
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h 
^^^^^>^ 

'   L2 

The lines do not represent edges; they connect 

output vertices of L. to the input vertices 

of L2 with which they are identified. 

Figure 1. 1^ X L2 
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product which we will use will be independent of the choice of T and 

we will frequently write [L ,L ,1^] instead of [L^L^L,] .) Sup- 

pose then that N=(H,C,D,Q) is [lylg,!«-] . 

We put C = A. X Ar) and D = B, x B0; H is defined as the 

graph obtained from the three graphs G x A , B x G ,    and 

G, X B-, by identifying B, x A. in G. X A0 with B. X A0 in 
yd ' L d L d L d 

*   X Q, ,    and by identifying ^ x B2 in G X B2 with T(A^) x Bg = 

B- x B2 in B. X G . The admissible paths q e Q are obtained in 

the following way: Let p. be an admissible path of L  connecting 

x. e A  to y. e B  (i = 1,2,5) and suppose T(X_) = y.. Then 

P1 x x2 ends at iv^^}',    y1 
x P2 begins at (y^Xg) and ends at 

(7^2)>    and p5 x y2 begins at (x,^) = (y1,y2). The path q 

is obtained by concatenating p.. x x2,    y X p , p, X y  and identi- 

fying the vertices common to two segments of q. 

Note that [L ,L ,1^]    Is, in general, different from 

1^ x L2 x L  (see Diagram 2). 

The following is easily verified; we omit the proof. 

THEOREM 2.1. Suppose L. = (G^A.yBj^) (i = 1,2,5,^,5) are 

networks. Suppose T. is a bisection of A  onto B.. Then 

« 

[VVVVvVT2 = [Lix VV
L

U
XL

5
1
T ' 
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The lines do not represent edges; Instead they 

connect vertices vhich are to be identified. 

Figure 2. [l^, L2, Lj] 
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where T- is the bijection from A. X A  to B X B  given by 

T(au,a5) = (T2(a5),T1(alf)). 

^ - —   - —   -   ~— — ■> — _J..— _ — _--—_-- — _ ._,__■_.__ .     - ■ 

The basic method, due to Clos [2] and quoted by Benes [1] may be 

stated as the 

THEOREM (Clos). Suppose L = (G,A,B,P) is non-blocking and 

s > 2r - 1. Then N = [C ,L.C ] is non-blocking. 
—       ——■—      rs   sr " 

This is a special case of the following more general 

THEOREM 5.1. Suppose 1^ = (G ^A jB ,P ) (i <* 1,2,3)    are 

non-blocking, that JBJ > |A | + |BJ - 1,    and that [BJ = |AJ . 

Then N = [L ,L2,L ]  is non-blocking for any bisection T of A 

onto B,. 

Proof. Suppose NT = (H,C,D,Q) is in state S, and that 

x c C,y e D are idle. We must show there exists a path q e Q con- 

necting x to y and having no common vertices with any path in S. 

Suppose x = (u^Ug) e A1 X A2 and y = (v^Vg) e B x Bg. There 

are |A1| vertices of the form (u,u2) e A1 x A« and at most 

|A1| - 1 of them axe busy. Hence at most IAJ - 1 of the JB.,1 

vertices of the form (y,u2) e B1 X A2 are busy and hence at least 

IB^J - (A I + 1 of them axe  idle. Denote these vertices by 
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iyi »^'^i ^'"-^i 'V'   so that   r - 'Bi' " K' + 1•   Siini" 1 2 r    ' 
larJy, there are vertices    (z.  ,v,),(«. ,v0),...,(z.  ,v }    in 

^ 1   i2 2      ls s 

A^ x B2 which are idle, and 8 > JAj - IBJ + 1. The r + s ver- 

tices y ,y ,...,y. , T(Z ),T(Z ),...,T(Z ) all lie in K 
xl x2           xr    ^-l   12      -s ■L 

and 

* + *>   |B1| -1^1+1+ |B1| - |B5I +I 

> IBJ +I + (|B1| - IAJ - |B5I +1) 

> iBj^l + i   . 

So two of them must be the same. Now the y. are all distinct and 

so are the T(Z. ). Thus there must be a y.  equal to a T(Z. ), 

say y  = T(Z4 ). Since L, is non-blocking there is a path p, 

connecting u. to y.  and such that Pn x u« has no common ver- 

tices with any vertex in S. Similarly there is a path p2 from 

u2 to v2 in P2 such that y. x p  has no common vertices with 

any path in S, and there is a path p, from z.  to v., in P, 

such that p, X v2 has no vertex in connon with any path in S. 

Let q be the concatenation of p1 X u2, y. X p , and p- X v2 

with the appropriate vertices identified. Then q connects x to 

y and S U {q} is a state of NT. 
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REMARK 3.2. Suppose a. = |A |, b. = |B.) and g  is the 

number of edges of G. (i = 1,2,3). It is easy to verify using (l) 

that N ■ [L^L >IL] has a a  inputs, b_b  outputs and that its 

graph has a2g1 + b-gp + b-g, edges. 

Clos [2] suggests using metworks which may be described as 

[L, [L, [L,..., [L,M,L' ],L' ],L« ],.. .,L' ] 

where L = C _ . «md M = C  .By Theorem 2.1. this is the same n, 2n-l        n,n ' 
as [L^M^L«)*], where L* = L X L x L X ••• X L (t times). He 

shows that this non-blocking network, which has n   inputs and 

outputs, has 

t+1 .__ i_ _. 

^ffT0 [(5n - 3)(2n - I)*"1 - 2nt] 

edges. This follows immediately from the above remark. It is easy 

to verify that a non-blocking network with N inputs and outputs, 

2 Vloß N'loe 2 * constructed by this method, will require at least C- e    0   0 

edges, where C. > 0 is a constant. 
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Suppose that L .  denotes a network with a inputs, b out- 

puts, and whose graph contains a minimal number of edges, namely 

o(a,b). Using two copies of L   shows that o(a,2a) < 2a(a,a). By 

Theorem 5.1,  [L   ,L  ,L   ] is non-blocking and by Remark 3.2, 
St) ccL      Qkf 8*      CJOLJ ft 

it has < ao^a,2a) + 2ao(a,a) + aa(2a,a) < 6a(r'La,a) edges. Thus 

2 2 
(2) o(a,a)< 6ao(a,a) . 

log2 6 
Iteration of (2) shows that CT(N,N) < C N(log N)     . This result can 

be improved by considering [L _ ,L ^.^L   ] i    this network has 

ab inputs, 2ab outputs and its graph has 5bo{a,2a) + 2ao(b,2b) 

edges. This shows that 

(3) o<ab,2ab) < 5bcj(a,2a) + 2ao<b,2b)  . 

Putting a = b and iterating (j) shows that o(a,2a) < C a(log2 a) 

and since (T(a,a) < o(a,2a) we find that 

logo 5 
(^) o(N,N) < CK(log-N) 

The exponent logp 5 can be decreased by choosing a and b differently, 

let a > l and ß > 2 be the real solutions of the simultaneous equa- 

tions 
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Nxunerical conputation shows that   a ^ 2.57638   and   ß ^ 2.26922. 

Multiplying the second equation of (U) by   a - 1    and substituting 

from the first yields    2(a - l)ß = oP - 3    or equivalently 

(5) 5(l/a)ß + 2(1 - 1/af   =   1   . 

We now show that If n(x) = (log x) , then u(x) satisfies the 

functional equation 

(6) n(z) = M*) + 2^(y) 

where x = z '  and y = z/x. Indeed, 

5H(X) + 2n(y) = 3((log z)/ccf  + 2(1^ z)ß (l - l/af 

= (log z)ß 

= U(z) 

using (5). 

Now (r(xf2x)/x satisfies a functional inequality similar to 

(6) where x and y must be integers. It follows that for each 

e > 0, there exists Ce > 0 such that 
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o(N,2N) < C  N(log N)ß+e 

For comparison, log« 5 = 2.32195. 

h.    The exspnent is < 2. 

Suppose L ■ (G,A,B,P) Is a network (not necessarily non- 

blocking). We shall say that L is Of type Tj(m,n) if, given any 

state S of L and m idle inputs x^x^, ...>x  of L, then 

each has access, in the state S, to at least n outputs of L. 

LEMMA k.l.    Suppose L - (G,A,B,P) is of type T(m,m + n - l) 

for 1 < m < k, that M is a non-blocking network with c inputs 

and d outputs, and that nd > a(c - l). Then L X M is of type 

T(m,m + n' - l) for 1 < m < k where n' = nd - a(c - l) and a 

is the nuiriber of inputs of L. 

Proof. Take k < m idle inputs z.,z ,...,z . Suppose, for 

example, that z.,z f...,z ,    are of the form 

\xT>yw>vXp,y. j,.. .,^x. ,,y-y , 

and   zki+]/zkf+2* •••*zic   are of the form   U^y^    where    i > 2;    here 

the   x,    axQ inputs of   L   and the   y.    are inputs of   M.    By hypothesis. 
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(x1,y1) has access to at least n + k' - 1 vertices of the form 

(u.,y.) where the u. are outputs of L. Since M is non-blocking, 

these have access to all idle vertices of the form (u.,v ) where 

v.  is an output of M. There are (n + k' - l)d such vertices. How- 

ever, as many as (c - l)a - (k - k') of these coald be busy; this 

would be the case if all Inputs of the form (x.^y.), where i > 2, 

other than z. .^..iZ, iJ~. ....z  were busy. Thus z, has access to k'+l' k,+27  ' n 1 

at least 

(n + k« - l)d - (c - l)a + (k - k«) > nd - (c - l)a + k - 1 

= n! + k - 1 

output terminals of L X M. 

The following theorem provides the motivation for defining 

the notion T( m,n). 

THEOREM 1^.2. Suppose M is a non-blocking network and L is 

a network with a inputs, b outputs, and of type T(l,n). If 

2n > b, then [L^M^L1 ] is non-blocking. 

The proof is similar to that of Theorem 3.1 and will be 

omitted. 

Now choose an Integer k > 1 and put L. = C   x C^'^ , 
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if j < k, then L. has 2" inputs, k'2^ outputs, and inductively 

by Leuna k.l,    L  is of type T(l,2J'1(2k - J)) and 

T(2,2'J'1(2k - J) +1). Thus 1^ is of type T^,!^'1 + l). Let »^ 

be obtained from L. by omitting one input. Then M. has ^- 

inputs k-2  outputs, is of type T(l,k«2   + l), and its graph 

has no more edges than the graph of L.. The associated matrix of 

C 0)(2 T-^rV) • vl*k  2k/vU  2/        ^ 2k       k/ 

k  2 Thus M. has 2 ^k  edges and if N is any non-blocking network, 

then by Theorem k.2,  so Is [R ^MM. Thus putting, for example, 

k+1 
N a C2 , we obtain a non-blocking network with (2   - 2) in- 

k+l  2 
puts and outputs whose graph has < 2  (kk + 2k) edges. It is im- 

mediate that CT(N,,N) <8N(log2 N)
2 for all N > 2. It is not hard 

to see that the constant 8 could be considerably decreased, but 

the major open question is the value of the exponent. 
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I. r^TPPDUCTTCN 
Delay in conrranicaticn and ccrrputer networks has 

recently bcoora a sijject of ocr.siderable interest. 
In this paper we address ouiselvas to the topics of 
analysis and optirdzation of such nets.    Ihose we 
consider are of the store-and-fcn.ard type more 
crronly k:'.c.m as mcasage-switching networks. 

ühe problem confronting the notoork designer is 
to create a system v.hich provides suitable network 
perfocr^nce at un acceptable systsn cost. Since, in 
message-switched networks the messages experience 
queueing delays as they pass from node to node, the 
performanoe measure is usually taken to be the speed 
at wnich ressages can be delivered.   The optimiza- 
tion problem is to achieve ninrral average delay at 
a fixed network cost by appropriately choosing the 
netrori: topology, the channel capacity assignment, 
and the message routing procedure.   The purpose of 
this paper is to review sane of the methods for 
handling various aspects of this problar.. 

II. «WLYTICaL TOOLS 
Tl»e appropriate tools are those which have devel- 

oped from queueing theory. 

11.1. Single Server Systems. Mach of queueing 
thpery considers systems in which messages (custo- 
mers)'place demands for transmif-'icn upon a single 
ootnunicaticn channel (the single server). When the 
average danand for service is less than the capacity 
of the channel to handle these derands, the system 
is said to be stable. The literature on stable sin- 
gle server queueing systems is fairly voluninous as 
for exanple exemplified by the excellent work by 
Oahen [1]. Single server systsrs are characterized 
by A(t), the distribution of interarrival times and 
B(x), the distribution of service tires. In the 
case when A(t) is exponential (i.e. Poisscn arriv- 
als) , then the literature contains fairly complete 
results. However, when both A(t) and B(x) are arbi- 
trary, then the situation beocnes much more ocnplex 
and only weak results are available. 

Recently attention has been directed to develop- 
ing approximate solution methods. These methods in- 
clude: placing bounds on the behavior of the sys- 
tem; studying the system behavior under light and 
heavy traffic conditions; and by forming diffusion 
approximations to the physical queueing systans. 
Ulis last approach appears most premising and in- 
volves replacing a discrete random process with a 
continuous randan walk typically with a reflecting 
barrier at the origin to prevent queue sizes and 
waiting timos from going negative (see Gaver (2)). 
Nunsrical results which have bean obtained' using 
the diffusion apprcximation have been startling in 
terms of their accuracy when oenpared to the origi- 
nal queueing problem. 

11.2. Multiple Nrv^-os and N'Gtv.or!<s. The case of 
interest to this paper is that of multiple nodes in 

*7nis work was supiJortcd by the Advanced tesearch 
Projects Agency, Dcpt. of D2fense ?nwci5-69-C-0285, 

a netwDrk envircaTent. The queueing problems en- 
countered in networks are far more difficult tfe^n 
single server problems. The difficulty arises due 
to new phenerrcna which occur in networks, ^he most 
rriportant of which is that traffic entering a nccs 
in the netAork is dependent upon traffic elsewhrira 
in the network and on other nodes through which- this 
traffic has passed. This difficulty manifests it- 
self in that A(t) for a network node is no longer 
exponential. A second difficulty is the phenocenaa 
of blocking which occurs when the finite storage ca- 
pacity of a nods beoanes filled and the further re- 
ception of messages is tenporarilv prohibited. This 
then plaoes a burden on neighboring nodes and they 
too tend to get blocked causing the effect to prc-a- 
gate in the network. This effect is probably cr.a'of 
the least understood queueing effects in the staiy 
of nets and has significant impact upon perforri-.oe. 

The problem in which customers are permitted to 
move ameng a collection of queueing statiens in sere 
random fashion was studied by Jackson [3]. His ra- 
jor result was to show, when the system is stable, 
that each node in the system could indeed be a:^- 
lyzed as a single queueing faciliry (under ."■'arxolan 
assutptiens). This represents perhaps one of the 
first successful attenpts at decc-rosir.g a r.stv.'Drk 
problem into a series of simpler single node prcblaTs. 
Another fundamental result which penits deoctrposi- 
tion of queueing networks is due to Rurke (4]; he 
showed that if A(t) and B(x) are c -.onential, then 
the departure times' are also exponentially distri- 
buted. Thus, we preserve the Poisson nature of the 
traffic flow between network nodes. 

The results referred to in the previous paragraph 
do not carry over trivially into zzsse-je oriented 
cannunication or oemputer nets since messages rain- 
tain their lengths as they pass through the net. The 
first oemprehensive treatment of ccrmunication rats 
was carried out by Kleinrock [5]. Fortunately, it 
could be shown for a wide variety of oarr.iunicaucn 
nets that it was possible to introduce an assurp- 
tion which once again permitted a deaxipositicn of 
the netvrork into a oollection of single ncdes. 

Using the siirple structure of the lir.oar equa- 
tions of motion governing Markovisn queues, Wallace 
[6] has developed a procedure for solving the Eystcm 
of equations mzncrically. 

III. OPTTMIZATICN TOOLS 
Perhaps the first oomnunicatiens network optimiza- 

tion problem was posed and solved by Kleinrock {51 
in which he assumed that the network tcpolcsv and 
the channel traffic were known qjantitics. Also, ho 
assumed that the traffic was .Varkovian (Poissrn ar- 
rivals and exponential nossage lengths) and justi- 
fied certain doocroposition assu-pLions. ■ For each 
channel the optiir-il assigirrent of capacity C\  was 
found which minim zed the avurago network dil.v.' T to 
messages, at a fixed total systen cost D. Wo dofine: 
T^ as the average queueing plus tran;:ni csion tin; on 
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the l*" channel;  \^ as the average message traffic       an approximation to the more difficult Prcblem C. 
on the i*" dwnnel; Y as the averaga nobork traf- 
fic throughput; and d^ as the cost factor on the i4*1 

channel,   lüis problem takes the follc.ving form: 

Problem A; aioose the set of channel capacities, 
Pi» to minimize T at fixed cost D vtoere 

T - E (Vr)^ (1); D - E d^ (2) 

The solution to this problem assigns a capacity to 
the i"1 channel in an atount equ-al to the average 
traffic carried plus an excess capacity proportional 
to the square root of that traffic.    It may be ob- 
served that a related capacity assigrrent (namely, 
that which gives capacity directly in proportion 
to traffic carried) provides an average message de- 
lay not significantly worse than the optimun. 

These, and other related results, were published 
as Kleinrock's Ph.D. thesis (MIT) in 1962 (this work 
later appeared as [5]).   Little was published in 
this field from then until 1969 [7].     Whatever the 
reason fcr this inactivity, it is clear that the re- 
cent interest is due to the development of computer 
networks.   In 1967 Rsberts [8] proposed the idea of 
an experimental orputer network v.mch later devel- 
oped inzo the Advanced Pesearch Presets Agency 
(MPA) oonputer network (recently reported upen in 
the 1970 SJCC Procredings). 

In a forthocrrlng paper by Meistrc et al.  [9], it . 
is observed that in minimizing T in Problem A above, 
certain of the channels produce rather large and un- 
desirable message delays Ttm   As a result, Meister 
et al. pose the following problen, whose solution 
is closely related to that of Problen A: 

ProblemB:   Same as Problem A except T is given by 

T - II (Ai/rtT^l1^ (3) 

By raising T^ to the k*1* power they find that for 
k > 1, one forces a reducticn in the variation 
anong the T*.   For k -•■ « the mimmizaticn yields a 
constant value for T^.   When k = 0, the assignrent 
reduces to the proportional channel capacity assign- 
ment.   The amazing observation is that T increases 
very slcwly as k grows from unity,   t'oreover, they 
show that the variance of message delay is mini- 
mized when k is chosen equal to 2. 

In tef.  (7] Kleinrock introduced sens first at- 
tempts at modelling cotrputer nets and was able to 
show that simple models were extrerrely useful in 
predicting the behavior of the nussage delay in the 
ARPA oonputer net.    In a subsequent paper [10J he 
introduced the folla-.lng variation to Problem A 
since the cost function as given in Eq.  (2) was 
found not to represent tariffs for high speed tele- 
phone data channels: 

Problem C:   Same as Problem A except D is given by- 

D - t diq0 (4) 

where 0 i a S. 1.     The solution to Problem C cannot 
be given in closed form.   Kovcrtholcss, in applying 
a nirvjrical solution of this problem to the AFPA not 
it was found that th? nessarje; delay varied insigni fi- 
cantly v.-ith a for .3 £ a £ 1.'   This indicates that 
the cloccd form solution to Problem A may serve as 

IV. AEDITICrAL Cn:SICS?ATICT.'S 
Minimizirg cost ac fixed average mccsage delay 

by appropriately choosing channel capacity is the 
dual for problems A, B, ar.d C.    This v;s studied in 
TTÖT and considered recandly by '.."r.itnuy (11J. Oioioe 
of network tcpolocy v.as arnsidored in Kleinrock's 
origiial v.ork.    Fsoently Trank et al.   [12] consid- 
ered this problem for the AKPA net and dovelopcd 
silxsptimal search procedures.    Ihey also addressed 
the problem of choosing an optimal channel assign- 
ment v.hen Cöpacitics must be chosen from a finite 
set; Khitney [11] and Doll [13] censicared this 
problem for a fixed tree tcpolcgy.    Frank et al. [14] 
devised an c?tl-.al procedure for seleciing discrete 
channel capacities for centralized ocrputer networks. 

Message routing procedures must also be consid- 
ered.   Of all these so far discussed, this problem 
lends itself least to analysis.    Lastly, we note 
that the ultimata standard in these problems is 
measurement of real systems.    Ihis is receiving 
considerable attention in the ARPA net.' 

V. grCLl'SION 
Ihe attest in this paper has been to describe 

and to evaluate various tools for studying delay in 
üciiinunication and ccrputer nets.    Ihese tools must 
be considerably irproved.   Nevertheless, they have, 
been useful in netsrork sfjdies.   nxsna the rest dif- 
ficult remaining problsns we mention the blocking 
effect due to finite s-aorage capacity, the analyses 
of routing procedures, and the design of network 
topologies. 
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